Outlier rejection in high-dimensional deformable models
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Abstract

Deformable model tracking is a powerful methodology that allows us to track the evolution of high-dimensional parameter vectors from uncalibrated monocular video sequences. The core of the approach consists of using low-level vision algorithms, such as edge trackers or optical flow, to collect a large number of 2D displacements, or motion measurements, at selected model points and mapping them into 3D space with the model Jacobians. However, the low-level algorithms are prone to errors and outliers, which can skew the entire tracking procedure if left unchecked.

There are several known techniques in the literature, such as RANSAC, that can find and reject outliers. Unfortunately, these approaches are not easily mapped into the deformable model tracking framework, where there is no closed-form algebraic mapping from samples to the underlying parameter space. In this paper, we present three simple, yet effective ways to find the outliers. We validate and compare these approaches in an 11-parameter deformable face tracking application against ground truth data.

q 2006 Elsevier B.V. All rights reserved.

Keywords: Outlier rejection; Robust methods; Deformable models; 3D face tracking

1. Introduction

Tracking deformable models is a hard task. We need to estimate the underlying parameters of our model, both rigid and non-rigid, from only 2D video sequences. Face tracking, for example, is the first step in a series of important applications such as surveillance, face recognition, human–computer interaction, and animation.

It is very hard to find correspondences between image pixels and model points. Typically, we use computer vision algorithms (such as edge trackers and optical flow), together with the inductive assumption of tracking, to estimate pixel correspondences between two consecutive images. We can then use an optimization procedure to find the new value of the model parameters that minimize the 2D displacements between the model points and the corresponding image pixels.

Computer vision algorithms are subject to errors. When these errors are all characterized by a well-behaved distribution, then the use of a large number of image displacements works as an averaging, or smoothing, procedure, and these errors cancel one another out. Unfortunately, sometimes there are gross outliers—elements that should not be there and are not a good description of the underlying dynamics. Outliers can occur because of invalid assumptions, numerical errors, or just because some heuristics are not guaranteed always to work. It has been known that even a small number of outliers can ‘poison’ the result of an algorithm, and deformable model tracking is no exception.

Robust algorithms in computer vision are hard to come by [1]. Many applications are tailored to one particular class of data, and do not necessarily generalize well to different types of inputs. Tracking 3D models from a noisy image stream, as we do in this paper, without a proper statistical representation of the noise, is a daunting task (Section 2). Since we do not have the noise model, the least that we can do is to eliminate the obvious outliers. In this paper, we describe and compare three techniques to detect such outliers. The first method works in the image space, but requires some numerical approximations (Section 3.1). For this reason, we develop a novel method that detects outliers in parameter space, without the need for any approximations (Sections 3.2 and 3.2.1). Finally, the third method consists of a robust extension to the detection of outliers in parameter space (Section 3.2.3). We test and
validate all three approaches in experiments on a sequence of images, to which we have applied markers to provide ground truth data (Section 4).

1.1. Related work

Deformable models and their representations are an active area of research in computer vision. Stereo and shape from shading methods obtain initial fits [2]. Within a similar framework, some researchers use anthropometric data and inspired deformations to generate faces [3]. A learning-based statistical model can help tracking of face models [4]. Eigen-based approaches, such as PCA decompositions, can successfully track, fit, and even recognize objects [5–8]. In [9], the head is modeled as a cylinder, and in [10] as a plane, and in [7,11] tracking is used for animation. In [12], tracking uses adaptive texture. A powerful deformable volumetric model has also been used for fast face tracking [13] and subtle motion [14] capture. Integration of distinct cues have been used to reduce the effect of outliers particular to a specific algorithm [15,16]. In [16], the deformable model cues have their distributions measured, but it ignores the effects of possible outliers, and in [17], this distribution is used to measure the observation of a predictive filter.

Outlier rejection is an important step in any field that deals with noisy and corrupted data. Several methods use sampling of multiple minimum-size sets to estimate common underlying parameters, and find out which elements should be discarded. Among them there are RANSAC [18], MLESAC [19], and IMPSAC [20]. M-estimators look for optimum weighting of each element, instead of just trying to discard outliers [21–23]. There are good overviews and comparisons of these methods, both in the general statistics literature [24], as well as applied to computer vision particular problems [25].

2. Deformable models for tracking

Using a deformable model is appropriate whenever we would like to track a non-rigid object, about which we have a lot of prior knowledge (i.e. general shape and range of deformations). A deformable model has its geometric shape fully determined by the value of a parameter vector \( \vec{q} \). Some parts of \( \vec{q} \) are responsible for the rigid motion, whereas others change its shape. For example, in a deformable model for face tracking, as in Fig. 1, there are parameters for eyebrow movement, and mouth opening and stretching. For every 2D image point \( p_i \) on the surface of our model, we have a function

\[
p_i = F_i(q)
\]

that evaluates its position for every value of the parameter vector \( \vec{q} \).

During a tracking session, for every new frame \( k \), we look for the value of the parameter vector \( \vec{q}_k \) that achieves the best model-image correspondence. In the general case, this task is very complicated. Even when we can find the correspondence between image pixels and model points, the functions \( F_i \) are usually non-linear, and in the general case there is no closed-form solution for this inverse problem.

Nevertheless, we can use computer vision algorithms, such as point trackers, edge trackers and optical flow, to find image-to-image correspondences between frames. We then use these 2D displacements \( \vec{f}_i \), which we also call image forces, to adjust the value of \( \vec{q}_{k-1} \) to \( \vec{q}_k \) iteratively. This adjustment is nothing more than a local optimization in parameter space: the search for a new \( \vec{q} \) that minimizes the sum of the magnitude of all image forces \( \vec{f}_i \).

The first step is to map all image forces into a single contribution in parameter space, called the generalized force

\[
\vec{f}_g = \sum_i B_i^T \vec{f}_i, \quad (2)
\]

where \( B_i \) is the projected Jacobian of the model at point \( p_i \) to which the image force \( \vec{f}_i \) is applied. Using the generalized force \( \vec{f}_g \), we solve the dynamical system

\[
\vec{q} = K\vec{q} + \vec{f}_g, \quad (3)
\]

where \( K \) is a stiffness matrix, using a simple gradient descent method.

Obviously, the quality of the solution depends on the estimate of \( \vec{f}_g \), which in turn depends on the quality of the image force estimates \( \vec{f}_i \). Computer vision algorithms are known for their inconsistency, so the quality of the estimates of \( \vec{f}_i \) tends to be uneven. The common way to deal with this problem is to calculate a very large number of image forces, and to hope that there are only a small number of outliers that will be washed out through the averaging process of Eq. (2). Unfortunately, ignoring outliers results in noisy tracking at best. At worst, in the presence of noisy data, or corrupted video sequences, where there is a significantly larger percentage of outliers than normal, the system may lose track.
3. Outlier rejection

The collection of image forces gathered by a computer vision algorithm is normally corrupted by noise. In addition, another major source of errors comes from data point outliers, due to failures of the underlying vision algorithms, such as violations of assumptions, occlusions, and so on. If we do not take such outliers into account, they can dramatically throw off our estimates of the generalized forces.

Any attempt to detect the outliers based solely on the 2D characteristics of the image is bound to fail, because it completely discards any information that we have from the model. For instance, in our face model shown in Fig. 1, different points of the model are controlled by different parameter subspaces, which in turn affects how we expect these points to behave over time, with respect to trajectory, velocity, and so on. This information is expressed directly in the Jacobians of the points.

In general terms, robust outlier rejection is based on the idea that a point is likely to be an outlier if in some frame it dramatically differs from the expected behavior. In the following, we describe three approaches to outlier rejection that combine the information from the 2D image and the model Jacobians. The first approach works in image space. In contrast, the second and third approach works in parameter space, with the difference that the latter uses robust statistical estimators.

Although different, these three approaches all rely on the same assumption that the generalized forces fit an underlying unimodal probability distribution. In earlier work [16,26], we proved that, assuming uniformly bounded and independently—but not identically—distributed image forces, this underlying distribution converges to a Gaussian as the number of contributions grows to infinity (Lindeberg theorem). All three approaches take advantage of this fact by either projecting this distribution into image space or using it directly in parameter space. Additionally, using the Berry–Essen theorem, we can estimate a bound for the error of a Gaussian approximation for this distribution. In [26], we determined experimentally that after using 60–80 forces, the change in the error bound begins to slow, so for a good approximation we need to use at least that many generalized forces after outlier rejection.

If we leave outliers undetected, they introduce a bias into the Gaussian approximation of the generalized forces, because the probability estimates for the outliers’ corresponding image forces, as described in [16], are likely to be wildly incorrect. In addition, because they change the upper bound of the image forces’ probability distributions, the error in the Gaussian approximation increases, as well, according to the Berry–Essen theorem. Hence, a much higher number of data points would be needed to smooth out effects of outliers. Discarding outliers removes this bias, and keeps the overall estimation more precise and stable. The net effect is that we need fewer image forces overall than we would if we ignored outliers, provided that we have at least 60–80 image forces left over after the outlier removal. In an inductive procedure such as tracking, this means that we can keep track and remain reasonably faithful longer and in the presence of temporary occlusions.

3.1. Image space outlier rejection

Many tracking applications use a Kalman filter, to combine a prediction of the system’s state with a measurement, or observation. The prediction model can be based on an engineer’s empirical knowledge of the problem at hand, or can even be learned from data.

The simplest method to perform outlier rejection of image forces in a deformable model framework is to use the Kalman filter’s prediction of the state [17], before the fusion with the observation, to weed out the outliers. At frame $k$, we have the multivariate Gaussian prediction $\mathbf{\hat{q}}_k$ of the parameter vector for frame $k+1$, the covariance matrix $\mathbf{A}_{\mathbf{\hat{q}}_k}$ giving the uncertainty in the prediction, and the associated predicted points in image space

$$\mathbf{\hat{p}}_i = F_i(\mathbf{\hat{q}}_k). \quad (4)$$

We cannot calculate the covariance matrix $\mathbf{A}_{\hat{p}_i}$ of $\mathbf{\hat{p}}_i$ exactly, because the functions $F_i$ are non-linear. We can, however, calculate an approximation with a linearization of the $F_i$:

$$\mathbf{A}_{\mathbf{\hat{p}}_i} \approx \mathbf{B}_i^\top \mathbf{A}_{\mathbf{\hat{q}}_i} \mathbf{B}_i, \quad (5)$$

where $\mathbf{B}_i$ is the projected Jacobian of the model at the predicted image point $\mathbf{\hat{p}}_i$.

This covariance matrix defines an ellipsoid. If the prediction model is good, the computer vision algorithms will track and place the actual point $p_i$ at frame $k+1$ somewhere in the vicinity of the predicted $\mathbf{\hat{p}}_i$; that is, it will be most likely contained within this ellipsoid (Fig. 2). If $p_i$ falls outside it, it is considered to be an outlier. Thus, we can use the Mahalanobis metric in conjunction with a threshold to determine which image forces should be considered and which ones should be rejected

$$\mathbf{x}^\top \mathbf{A}_{\mathbf{\hat{p}}_i}^{-1} \mathbf{x} \leq \text{threshold}, \quad (6)$$

where $\mathbf{x} = p_i - \mathbf{\hat{p}}_i$ is the difference between the respective tracked and predicted image points.

This method requires a good prediction model of the system’s evolution, and assumes that a Gaussian distribution can properly represent the parameter vector’s distribution. The
most serious limitation of this approach is that it does not take into account the non-linearities of $F_i$ when projecting the Gaussian distribution into image space. This limitation suggests that a better approach is to perform the outlier rejection in the parameter space, thus avoiding the projection and associated non-linearity issues entirely.

3.2. Parameter space outlier rejection

We would like to avoid a direct linearization of $F_i$, which is necessary to project a Gaussian into image space, as in the approach of the previous section. From Eq. (2), $\tilde{f}_g$ is defined as the sum of the image forces’ projections into parameter space

$$\tilde{f}_g = \sum_i \tilde{f}_{gi}. \tag{7}$$

where

$$\tilde{f}_{gi} = B_i^T \tilde{f}_i,$$

illustrated in Fig. 3.

If we were follow the same idea as in the previous section, we would like to predict the value of the generalized force $\tilde{f}_g$ for frame $k+1$, and use the Mahalanobis metric on this higher dimensional Gaussian distribution of the parameter-space projection of the 2D forces (Eq. (7)). Unfortunately, this approach turns out to be very unreliable, because $\tilde{f}_g$ is directly related to the first derivative with respect to the model parameters, and thus the prediction is inherently too noisy to be of use.

The approach that we follow, instead of predicting $\tilde{f}_g$, is based on estimating the distribution of $\tilde{f}_g$ in the current frame and rejecting any force $\tilde{f}_{gi}$ that is not compatible with this distribution. In previous work, we showed that, as $\tilde{f}_g$ is the sum of the parameter-space projection of many 2D forces (Eq. (2)), a Gaussian reasonably represents the distribution of the resulting generalized force $\tilde{f}_g$ [16,26], so once we have estimated $\tilde{f}_g$ we can, in principle, again use the Mahalanobis metric to test the individual $\tilde{f}_{gi}$. We now show how to measure the parameters of this Gaussian (mean and covariance matrix) from the individual forces and their associated Jacobians, and then show how to use a modified Mahalanobis metric to identify forces that are not compatible with the distribution.

3.2.1. Simple estimation of the distribution of $\tilde{f}_g$

If we treat the generalized forces as cloud of points in the parameter space, we can group them in a matrix

$$F_g = \begin{bmatrix} f_{g1} & f_{g2} & \cdots & f_{gN} \end{bmatrix}, \tag{8}$$

and then at a first glance could calculate the mean $\mu$ and the covariance matrix $A$ via

$$\mu = \frac{1}{N} F_g \begin{bmatrix} 1 \\ \vdots \\ 1 \end{bmatrix}, \quad A = \frac{1}{N} F_g F_g^T. \tag{9}$$

Even if we leave the question of robustness aside, these estimates will be incorrect, because of the phenomenon of parameter unobservability. When the original 2D force $f_i$ is non-zero, a zero entry in the $j$th row of a generalized force $\tilde{f}_{gi}$ can have two different meanings:

1. The $j$th parameter $q_j$ is already at a minimum, and thus $\frac{\partial f_i}{\partial q_j} = 0$.
2. The point $p_i$ does not depend on the $j$th parameter, and so $\frac{\partial f_i}{\partial q_j} = 0$.

In the first case, the $j$th entry of the generalized force should be zero, but in the second case the parameter is unobservable: we cannot draw any conclusions about its value, because it does not affect the point $p_i$ to which the 2D force $\tilde{f}_i$ is being applied. With this interpretation in mind, it is clear why it is incorrect to interpret $F_g$ as a simple cloud of data points in parameter space—these unobservable points drag the mean and covariance values down.

To find the mean $\mu$, we need to estimate each component $\mu_j$ using only the subset $S_j$ of generalized forces for which the parameter $j$ is observable:

$$S_j := \left\{ \tilde{f}_{gi} \Bigg| \frac{\partial f_i}{\partial q_j} \neq 0 \right\}. \tag{10}$$

Then

$$\mu_j = \frac{1}{N_j} \sum_{\tilde{f}_{gi} \in S_j} \tilde{f}_{gi,j}, \quad \text{where } \tilde{f}_{gi,j} \text{ is the } j \text{th component of } \tilde{f}_{gi}, \text{ and } N_j = |S_j|. \tag{11}$$

The calculation of the covariance matrix $A$ is more complicated. If, for instance, we start with $A = F_g F_g^T$, and divide each element by a different number of valid terms (analogous to Eq. (11)), we may obtain a non-positive-definite matrix. The off-diagonal elements of the covariance matrix cannot be calculated from a subset of points that is different from the subset used to calculate the pair of associated diagonal elements; otherwise the positive-definittestness property does no longer hold. To solve this problem, we assume that if parameters $q_j$ and $q_k$ are observable from the different sets of points $S_j$ and $S_k$, respectively, they should be treated as
independent. Thus, the cross-terms between these parameters are zero

$$A_{jk} = \begin{cases} 1/N_j \sum_{i} (f_{gij} - \mu_j)(f_{gik} - \mu_k) & \text{if } S_j = S_k; \\ 0 & \text{otherwise.} \end{cases} \quad (12)$$

The covariance matrix calculated this way can always be viewed as a block diagonal matrix (after rearranging the parameters)

$$A = \begin{bmatrix} \mathbb{0} & \mathbb{0} & \cdots & \mathbb{0} \\ \mathbb{0} & \cdots & \mathbb{0} & \mathbb{0} \\ \vdots & \ddots & \ddots & \vdots \\ \mathbb{0} & \cdots & \mathbb{0} & \mathbb{0} \end{bmatrix}, \quad (13)$$

where every sub-block is positive definite. Thus, $A$ is positive definite.

The parameter independence assumption holds the key to coping with the unobservability phenomenon. It is simplistic from a mathematical point of view, because there certainly is overlap between points that are affected by different parameters; for instance, the rigid body transformation parameters affect every point on the 3D model, whereas the eyebrow parameters affect only a limited region on the forehead. From an engineering point of view, however, this assumption has the effect of decoupling the rigid body transformations and various groups of facial deformations from one another. In practice, this effect is desirable, because individual tracked points often provide conflicting information for the estimation of the rigid and non-rigid parameters—such as a subject moving his eyebrows upward, while simultaneously moving his head downward.

3.2.2. Generalization of the estimation of the distribution of $\tilde{f}_g$

The estimates of the mean and covariance in Eqs. (11) and (12) are not robust, because their breakdown point is zero. Hence, a single outlier can affect the estimates arbitrarily. As a result, they suffer from the masking problem, where multiple outliers can hide one another’s existence to the point that none of them are detected [27]. Therefore, robust statistical estimators for calculating the mean and covariance of the generalized forces are indicated. Unfortunately, Eqs. (11) and (12) cannot be easily adapted to an arbitrary statistical estimator. However, the point of view in Eq. (13) provides a clue: each of the blocks in the matrix is independent from the others, and consequently each block can be calculated independently on the subspace that it affects.

In the following discussion we assume, without loss of generality, that the parameters have been arranged to conform to the block-diagonal pattern in Eq. (13). Formally, we define an equivalence relation over the parameters:

$$q_i \equiv \mathcal{P}_j q_k \iff S_j = S_k. \quad (14)$$

Let $\mathcal{P}_j$ be the $i$th equivalence class of $\equiv \mathcal{P}$ and define

$$\Omega_j := \{ j | q_j \in \mathcal{P}_j \} \quad (15)$$

to be the indices of the parameters belonging to each equivalence class. Let

$$S_j := S_i, \quad \text{where } q_j \in \mathcal{P}_j; \quad (16)$$

that is, the set of nodes for which the parameters in that particular equivalence class are observable. Similarly, let

$$\mathcal{F}_j := \{ \tilde{f}_g | j \in S_i \}; \quad (17)$$

that is, the set of forces that affect the parameters in the equivalence class $\mathcal{P}_j$. Then the projection of the generalized forces into the subspace generated by an equivalence class is a set of $|\Omega_j|$-dimensional vectors, with $|\Omega_j|$ being the size of the equivalence class:

$$\mathcal{P}_j (\tilde{f}_g) := \left\{ \begin{bmatrix} \vdots \\ f_{gij} \\ \vdots \end{bmatrix}, \begin{bmatrix} \vdots \\ f_{gij} \\ \vdots \end{bmatrix}, \ldots, \begin{bmatrix} \vdots \\ f_{gij} \\ \vdots \end{bmatrix} | j \in \Omega_j \land \tilde{f}_g \in \mathcal{F}_j \right\}. \quad (18)$$

where $f_{gij}$ is the $j$th component of $\tilde{f}_g$, as before. Intuitively, this set consists of only the observable forces, restricted to the components that affect the parameters in that equivalence class. With these definitions, the estimate of the mean can be rewritten as

$$\tilde{\mu} = \begin{bmatrix} \text{mean}(\mathcal{P}_j (\tilde{f}_g)) \\ \vdots \\ \text{mean}(\mathcal{P}_j (\tilde{f}_g)) \end{bmatrix}, \quad (19)$$

where $l$ is the number of equivalence classes in $\equiv \mathcal{P}$, and mean(·) is an arbitrary statistical estimator for the mean. Likewise, the estimate of the covariance matrix can be rewritten as

$$\tilde{A} = \begin{bmatrix} \text{cov}(\mathcal{P}_j (\tilde{f}_g)) & 0 \\ 0 & \ddots & \vdots \\ 0 & \cdots & \text{cov}(\mathcal{P}_j (\tilde{f}_g)) \end{bmatrix}, \quad (20)$$

where cov(·) is an arbitrary statistical estimator for the covariance. Each of these cov(·) entries in Eq. (20) corresponds to a block in Eq. (13).

3.2.3. Robust estimation of the distribution of $\tilde{f}_g$

We are now in a position to apply robust estimators to the problem of estimating the mean and covariance matrix of the generalized forces, even in the presence of parameter unobservability. Because we operate in a high-dimension, our choice of estimators is limited by statistical and computational efficiency concerns. For instance, the popular median absolute deviation from the median (MAD) [28] is defined for 1D data. The field of statistics has come up with various approaches to computing the median in higher dimensions, such as [29,30], but they are neither equivariant under affine transformations, nor computationally efficient. Chakraborty and Chaudhuri proposed an alternative approach that is computationally efficient and affine equivariant [31],...
which would be a suitable, albeit very complicated, median estimator for our purposes.

If we would like to avoid the complexities inherent in median-based estimators, we can turn to robust mean-based estimators. In particular, Rousseuw and Leroy proposed the minimum volume ellipsoid (MVE) and the minimum covariance determinant (MCD) estimators [24]. Of these two, the MCD has the more desirable statistical properties, and has already been tested in computer vision applications [32]. Moreover, there exists a fast algorithm, called FAST-MCD, for computing both the robust mean and covariance, with implementations available in Fortran, Matlab, and S-PLUS [33].

We choose the FAST-MCD algorithm for estimating the robust mean and covariance, because it is both simpler and computationally more efficient than the median-based approaches. Conceptually, this algorithm operates by selecting a subset containing $h$ of the $N$ sample points and computing the mean and covariance of this subset. The desired subset is the one for which the determinant of the associated covariance matrix is at a minimum. The breakdown value of this estimator is $(N - h - \text{dim})/N$ (where $N/2 \leq h \leq N$, and $\text{dim}$ is the dimension of the data set) [33], so we can make it as robust as we like, with breakdown points between 0 and 50%. The flip side of a high breakdown point is the reduced statistical efficiency. If we raise the breakdown value too high, with too few samples, the estimate of the mean and the covariance will be inaccurate. Hence, aiming for a high breakdown point is possible only with a lot of sample points, often more than are available from the generalized forces.

Fortunately, there are two factors that alleviate concerns about the tradeoff between statistical efficiency and the breakdown point. First, because we apply the estimator to each equivalence class separately, and assemble the mean and covariance matrix from the pieces as per Eqs. (19) and (20), $\text{dim}$ stays relatively small. Second, in typical circumstances, we expect that the majority of the forces generated by the computer vision algorithms (Section 2) have reasonable values, so we can make it as robust as we like, with breakdown points between 0 and 50%. The flip side of a high breakdown point is the reduced statistical efficiency. If we raise the breakdown value too high, with too few samples, the estimate of the mean and the covariance will be inaccurate. Hence, aiming for a high breakdown point is possible only with a lot of sample points, often more than are available from the generalized forces.

The complexity of FAST-MCD is quadratic in the dimension of the sample space, and takes at least time $O(N \log N)$ to find the minimum covariance determinant subset. In addition, the setup of the initial guesses for the subsets takes at least 500 iterations of complexity $O(N)$ [33]. Consequently, compared to the non-robust estimator, its run time is at least by a factor of $O(\log N)$ slower, plus the large constant arising from the 500+ initial iterations. It is, therefore, likely that using the MCD estimator will run into computational efficiency concerns sooner than the simple, non-robust estimator, but on an asymptotic scale their complexity is similar.

3.2.4. Observable subspace Mahalanobis metric

The rejection criterion for every generalized force is based on the Mahalanobis distance, restricted to the subset of observable parameters. The reason for this restriction is that when a point $p_l$ has an unobservable parameter $j$, its generalized force has a $j$th component $\tilde{f}_{gi,l} = 0$, and the distance between 0 and $\mu_l$ might be large enough to pull the Mahalanobis distance above the threshold.

We accomplish this restriction by projecting the forces and covariance matrix into the observable subspaces for each point. If a point $p_l$ has $k$ observable parameters, we can build a projection matrix $P_l$, with dimensions $k \times n$, composed of only 0s and 1s, that projects a force from the $n$-dimensional parameter space into the $k$-dimensional observable subspace. This same matrix is also used to project the covariance matrix into the observable subspace, so the acceptance criterion for a force is its observable subspace Mahalanobis distance

$$
\left( \tilde{f}_{gi,l} - \bar{\mu}_l \right)^T P_l^T P_l^{-1} P_l \left( \tilde{f}_{gi,l} - \bar{\mu}_l \right) \leq \text{threshold.} 
$$

(21)

It is tempting, but incorrect, to choose a constant value for the threshold experimentally. Instead, the choice is governed by statistical considerations. For sufficiently large sample sets, the Mahalanobis distances are $\chi^2$-distributed.

A common choice for the cutoff is to choose the threshold such that anything beyond the 97.5% quantile of the distribution’s tails is rejected as an outlier [24]:

$$
\chi^2_{\text{ad}}(\text{threshold}) = p,
$$

(22)

$$
\chi^2_{\text{ad}}(\text{threshold}) = 0.975,
$$

(23)

where $\text{dof} = k$ denotes the degrees of freedom, or equivalently the dimension $k$ of the subspace. Thus, the threshold depends on the dimension of the subspace and must be chosen adaptively for each generalized force $\tilde{f}_{gi}$.

4. Validation with 3D face tracking

Recall that the image space-based rejection method involves a linearization, whereas the parameter space-based rejection methods do not. All other factors equal, we therefore, would expect the parameter space-based rejection methods to do better. In addition, between the two parameter space-based rejection methods, we would expect the one in conjunction with the MCD estimator for calculating the mean and covariance of the generalized forces to perform best overall, because of robustness concerns. To test this hypothesis, we implemented the following three methods in our existing 3D face tracking system:

- Image space-based rejection using a predictive Kalman filter (Section 3.1).
- Parameter space-based rejection using the simple,
non-robust estimator for the mean and covariance of the forces (Section 3.2.1).
• Parameter space-based rejection using the MCD estimator for the mean and covariance of the forces (Section 3.2.3).

4.1. Experimental set-up

For a quantitative evaluation of these three methods, we produced a video sequence at 60 Hz at a 640×480 resolution, where we physically drew markers on the subject’s face (Fig. 4). We downsampled this sequence to 15 Hz at a 320×240 resolution. At this low frame rate and relatively low level of detail, fast facial movements are prone to causing failures in the low-level computer vision algorithms (Section 2), and thus are more suitable for an evaluation of the efficacy of the outlier rejection methods than higher resolutions or frame rates. We extracted the 2D image position of each marker for all frames in a semi-automated manner based on thresholding, and associated each marker with a node on the deformable model. This association was the same for all experiments and remained constant over the course of each tracking run.

During the tracking experiments, we excluded all regions in the vicinity of the markers from being selected as image features, so that the markers would not provide inappropriately strong hints to the tracking system. After recovering the parameter vector \( \hat{\mathbf{q}} \) for the 3D face model at each frame, we projected the model nodes that we had associated with the markers back into 2D image space, and compared the projected positions with the actual positions extracted from the frames. Our evaluation criterion is the distance between the projected and actual marker positions, where a distance of zero means perfect tracking.
We used an all-purpose deformable face model with 1101 nodes, 2000 triangles, and 11 parameters that controlled both the rigid transformation and the facial deformations (eyebrows, lip stretching, smiling, jaw opening, etc.) of each of these nodes (see Fig. 1 in Section 2). Before we can track a new subject, the model’s mesh first needs to be fitted to the face in an image at rest position, without the effect of deformations. Note that this process needs to be only done once for every subject, through methods such as [3,6,34].

For the purposes of the validation experiments, we fitted the model in a semi-automated way: the user manually selected a few dozen model-image correspondences. Fitting then consisted of solving Eq. (3), with the user correspondences as the image forces \( \{\mathbf{f}_i\} \) (Section 2, Eq. (2)), using a finite-element inspired set of shape deformations. Because the definitions of the facial expression deformations are independent of the base mesh [16], the model was ready for tracking immediately after fitting.

To isolate and understand the effect of the outlier rejection techniques, we simplified the tracking procedure as much as possible, leaving only the implementation of the KLT tracker to generate the image forces, and removing tethering procedures. This algorithm selected the model points that were most suitable for tracking, based on the characteristics of the image features [35], and then tracked them to obtain their displacements \( \Delta \mathbf{f} \) at each new frame. For all experiments, we set the maximum number of iterations (Eq. (3)) to 600. The tracking speed was an average of 0.5 s per frame on a Pentium 4 running at 2.4 GHz.

4.2. Experimental results

We compared the effects of no outlier rejection, image space-based rejection (Section 3.1), simple non-robust parameter space-based rejection (Section 3.2.1), and robust MCD parameter space-based rejection (Section 3.2.3). Fig. 5 shows the comparative results of the best configuration options for these four techniques, and the respective percentages of removed outliers. Using no outlier rejection at all fares the worst, with the error quickly growing out of control. Image space-based rejection fares somewhat better, keeping track for 500 more frames than no rejection, but eventually loses track, as well. Simple parameter space-based rejection yields a significant improvement over image space-based rejection, and replacing the simple mean and covariance estimator with the robust MCD estimator provides another boost. Thus, the validation results agree with the hypothesis formulated at the beginning of this section.

The differences in the percentages of removed outliers across the three different rejection methods are revealing. In the case of image space-based rejection, the spikes in the rejection percentages coincide with the moment when the tracking system starts to drift, starting at frame 2000. Such large spikes occur when the Kalman filter’s prediction of the model

![Fig. 5. Top: mean errors of visible markers, with best to worst: parameter space MCD (small dashed purple), parameter space simple (dashed cyan), image space (dotted blue), no outlier rejection (solid red). Bottom: percentage of forces dropped by each of the three outlier rejection methods. The average number of forces in each frame, before outlier removal, was 120.](image-url)
Section 3.1 disagrees strongly with the actual tracked estimate of the model, which is likely to happen when the system starts to lose track. The non-robust parameter space rejection percentages stay low throughout the entire tracking sequence, even when the system starts to lose track, which is an indicator of the masking problem mentioned in Section 3.2.2. The MCD rejection percentages are surprisingly high and uniform throughout the entire sequence, which cannot be explained by a high number of outliers alone. We discuss the reasons for this result further in Section 4.3.

As we discussed in Section 3.2.3, the MCD estimator poses a tradeoff between robustness and the accuracy of the estimate, via the selection of the percentage of points that are used to calculate the mean and covariance. More specifically, smaller percentages are statistically more robust; that is, the resulting estimate is less sensitive to large numbers of outliers, but require a larger number of initial points. Conversely, larger percentages require fewer points, but the resulting estimate is more sensitive to large numbers of outliers. To test the effect of the selection percentage, we ran a series of MCD estimator experiments, where this percentage constituted the only variable. Fig. 6 shows several representative results. As the selection percentage decreases, tracking accuracy first improves, reaching an optimum around 75–80%, and then decreases sharply. This behavior is also in line with the paper describing the FAST-MCD algorithm, which suggests 75% as a good compromise between accuracy and robustness.

4.3. Examination of outlier behavior

To understand the behavior of our robust parameter space outlier detector better, we apply it to tracking a natural sign language speaker telling a story. In this particular stretch of time, our subject is saying: “I remember that a while ago I was driving on highway 40...” The face is frequently occluded by the moving hands, making it very hard to track.

Like in the validation experiments in Section 4, we only use the KLT point tracker to select the points to track, and to find the associates image forces. Without outlier rejection, the system loses track after the first pass of the hand in front of the face. Recently, some researchers dealt with this kind of problem by employing known images of the model to reacquire tracking [36]. MCD-based outlier rejection handles this occlusion without inducing any drift in the face model, and without requiring any kind of recovery.

In Fig. 7, we show three snapshots of the tracking sequence: before, during, and just after the hand passes the face. On the left we show the tracked model overlaid over the input image, and on the right we show all points that have been selected by the KLT tracker for generating image forces. The points denoted by green squares are accepted by the MCD estimator, whereas the ones denoted by red circles are rejected. In particular, in the second and third row, it correctly rejects the points that were pulled astray by the occluding movement of the hand. In essence, there is an outlier wavefront that moves along the hand.

Note that even without occlusion, our method rejects a large number of points that it considers unfit. In general, MCD-estimated outliers tend to be clustered in regions, which indicates that at any given moment, depending on position, visibility, and movement, certain regions in the face yield more accurate estimates of the facial parameters than others. For instance, in the first row, the system rejects points along the left contour in low-contrast regions, where a normal point tracker does not fare well at estimating the rigid part of the head movement. In the third row, the contrast along the contour is better, but the points are still rejected, because the estimates do not fit well into the overall downward movement of the face at this frame. Thus, the effect of the MCD estimator is not only to reject outliers, but also to select a subset of points that form the ‘best’ tracking hypothesis; that is, the hypothesis with the lowest covariance matrix. This behavior also explains why in the validation experiments in Section 4.2 the MCD outlier rejection percentage was consistently above 30%.

2 Note that 100% is equivalent to the simple, non-robust estimator.
5. Conclusions

In this paper, we have introduced three approaches for rejection of the outlier forces generated from low-level computer vision algorithms. The first approach uses a multidimensional Gaussian prediction, and the second one builds a covariance matrix from the available data. Finally, the third one extends the second one with a robust statistical estimator. In all techniques, the final outlier detection criterion is a Mahalanobis distance.

The first approach predicts the actual value of the parameters as a Gaussian distribution, projects this Gaussian into image space through a first-order linearization of the deformable function (the Jacobian), and tests the 2D forces against these 2D Gaussians. When the tracking system already has this prediction (through the use of a Kalman filter, for example), this approach is an easy and computationally cheap way to detect, and reject, outliers. It has a disadvantage of incorrectly classifying some points, because of the extra uncertainty of the prediction stage, and the first order approximation necessary to propagate a Gaussian distribution through a non-linear function. The performance of this procedure is closely related to the quality of the prediction.

The second approach builds a mean and covariance matrix based on the available forces. We have to take special care with the parameter observability issue, but there is no predictive step involved, thus increasing robustness. On the other hand, compared to the first method, this approach requires an extra step to calculate the covariance matrix. However, since the outlier rejection is performed only once per frame, this extra computational cost is insignificant compared to the remaining operations necessary to track a frame. In addition, since this approach works in a subspace of the parameter space, it requires no linear approximations.

The third approach adds robust estimators for the necessary mean and covariance matrices of the second method. It has a
better breakdown point, at the cost of an extra complicated-to-implement procedure, and the need for more points to achieve accurate estimates. The robust estimator’s computational complexity is somewhat higher than the non-robust estimator’s, because of an extra factor of $O(\log N)$ and larger constants, but the former’s asymptotic behavior is sufficiently similar to the latter’s to be suitable for most deformable tracking applications.

Overall, these factors and the validation results demonstrate the clear superiority of the parameter space methods over the image space method. The robust parameter space approach is slightly better than its simpler counterpart, at the cost of a more complex procedure and some application limitations.

Finally, it is important to point out that, although tempting, it is wrong to provide a manually determined value for the final Mahalanobis threshold. The $\chi^2$ distribution can estimate the threshold cutoff point based on the desired rejection percentage. This process is automatic, and takes into account the effect of different dimensions on the tails of the distributions.

Acknowledgements

The research in this paper was supported by NASA Cooperative Agreements 9-58 with the National Space Biomedical Research Institute, CNPq, FAPESP, FAEPAX-Unicamp 1679/04, research scientist funds by the Gallaudet Research Institute, NSF CNS-0427267, and NSF CNS-0428231.

References