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Abstract— Overlay networks are widely used to deploy func- The overlay’s integrity depends on the ability of correcties
tionality at edge nodes without changing network routers. Bich  to communicate with each other over a sequence of overlay
node in an overlay network maintains connections with a number links. In an Eclipse attack [5], [37], @ modest number of
of peers, forming a graph upon which a distributed applicaton or malicious nodes conspire to f’ool cérrect nodes into adgptin
service is implemented. In an “Eclipse” attack, a set of matiious, o p h . _gp )
colluding overlay nodes arranges for a correct node to peer the malicious nodes as their peers, with the goal of donmigati
only with members of the coalition. If successful, the attaker the neighbor sets of all correct nodes. If successful, aip&el
can mediate most or all communication to and from the victim. gttack enables the attacker to mediate most overlay traffic a
Furthermore, by supplying biased neighbor information during effectively “eclipse” correct nodes from each others’ vidw

normal overlay maintenance, a modest number of malicious .
nodes can eclipse a large number of correct victim nodes. the extreme, an Eclipse attack allows the attacker to cbntro

This paper studies the impact of Eclipse attacks on structied &l overla}y traffic, enabling arbitrary denial of service or
overlays and shows the limitations of known defenses. We censorship attacks.

then present the design, implementation, and evaluation of The Eclipse attack is closely related to the Sybil attack,[14
new det:\?i?se'll'rig l‘(’;hiCohbsneorsztsioﬁnigr‘tﬁr;togsg%dae“ﬁi;te;%hun‘ig‘ﬁr'sWhere a single malicious node assumes a large number of
connec . . . . . .
Eclipse att);ck mustyhave a higher than average node Olegree.dlfferent identities in the .overlay. CIearIy, a succesSybil
We show that enforcing a node degree limit by auditing is an attack can be used to induce an Eclipse attack. However,
effective defense against Eclipse attacks. Furthermore, nlike Eclipse attacks are possible even in the presence of anieéfec
most existing defenses, our defense leaves flexibility in ¢h defense against Sybil attacks, such as certified node identi
selection of neighboring nodes, thus permitting importanioverlay  ties [5]. In a decentralized overlay, nodes periodicallscdiver
optimizations like proximity neighbor selection (PNS). . . . ‘g
new neighbors by consulting the neighbor sets of existing
neighbors. Malicious nodes can exploit this by advertising
neighbor sets that consist of only other malicious nodeasTh
Overlay networks facilitate the deployment of distributed small number of malicious nodes with legitimate idengitie
application functionality at edge nodes without the need g sufficient to carry out an Eclipse attack.
modify existing network infrastructure. Overlays serveaas Castro et al. identify the Eclipse attack as a threat in
platform for many popular applications, including conterdtructured overlay networks [5]. To defend against thiackit
distribution networks like BitTorrent, CoDeeN, and Cortd], they propose the use @onstrained Routing Tables (CRT),
[16], [40], file-sharing systems like Gnutella, KaZaA, andgvhich imposes strong structural constraints on neighbts:. se
Overnet/eDonkey [18], [23], [30] and end-system multicash this defense, nodes have certified, random identifiers and
systems like ESM, Overcast, NICE, and CoolStreaming [13, node’s neighbor set contains nodes with identifiers ctoses
[8], [22], [42]. Moreover, a large number of research prtgecto well-defined points in the identifier space. The certified
explore the use of overlays to provide decentralized nétwoitientifiers prevent Sybil attacks, and the CRTs thwart Belip
services [25], [31], [33], [38], [43]. attacks. However, this defense leaves no flexibility in hbigy
Robust overlays must tolerate participating nodes thait degelection and therefore prevents optimizations |ikeximity
ate from the protocol. One reason is that the overlay membaeighbor selection (PNS) [6], [20], an important and widely
ship is often open or only loosely controlled. Even with tigh used technique to improve overlay efficiency.
controlled membership, some nodes may be compromised du&his paper presents a defense against Eclipse attacks based
to vulnerabilities in operating systems or other node softn anonymous auditing of nodes’ neighbor sets [35]. If a node
ware [44]. To deal with these threats, overlay applicaticens has significantly more links than the average, it might be
rely on replication, self-authenticating content [26],ZBpntine mounting an Eclipse attack. When all nodes in the network
quorums [24], or Byzantine state machines [7] to mask thperform this auditing routinely, attackers are discoveaed
failure or corruption of some overlay nodes. can be removed from the neighbor sets of correct nodes.
In an overlay network, each node maintains links to @he defense is applicable to homogeneous structured ggerla
relatively small set of peers calleaeighbors. All commu- experimental results indicate that it is highly effectiveda
nication within the overlay, be it related to maintaining thefficient for overlays with low to moderate membership churn
overlay or to application processing, occurs on these linkse., with session times on the order of hours.

I. INTRODUCTION



The rest of this paper is organized as follows. In the nettie neighbor sets in Tapestry and Pastry form a matrix, where
section, we provide some background on overlay networks athe i!" row refers to nodes whose ids share the a prefik of
their vulnerability to the Eclipse attack and present éxgstle-  digits, and thej™ column contains nodes whoset 1)1 digit
fense mechanisms. Section Il describes our proposed skeferin their ids is j. Thus, the identifier of a node determines its
In Section IV, we discuss the auditing technique necessalygibility as a neighbor for any given other node. Obvigusl
to implement our defense. Section V presents experimentaldes are more flexible in choosing neighbors for the low
results on the impact of Eclipse attacks, the limitationgxf numbered rows since they require shorter prefix matches. It i
isting defenses, and the effectiveness of our auditingiigcte. this flexibility in the choice of neighbors that maliciousdes
Section VI discusses the results, Section VII covers rdlatean exploit to mount an Eclipse attack on structured overlay
work and Section VIII concludes. o

C. Existing Defenses
Il. BACKGROUND Decentralized defenses against the Eclipse attack have bee

In this section, we provide some background on overlgyoposed that require additional constraints on neighélecs
networks, and we discuss prior work in making overlays robution. They fall into two categories: structural constraiaind
to Eclipse attacks. proximity constraints.

Overlay networks consist of a set of nodes connected by al) Stronger structural constraints: Overlays like CAN [31],
physical network like the Internet. Each node in an overldhe original Chord [38], and Pastry with a constrained mogiti
maintains a neighbor set, consisting of a set of peer nodable (CRT) [5] impose strong structural constraints on the
with which the nodes maintains connections. The union akighbor sets. Each neighbor set member is defined to be the
all participating nodes and their neighbor relations form zpverlay node with identifier closest to a particular pointhie
overlay graph. identifier space. This constraint defeats Eclipse attackkeu

In decentralized overlays, nodes receive membership imo conditions:
formation from their peers. If a malicious node advertises aFirst, each node has exactly one unique, unforgeable iden-
neighbor set that consists only of other malicious nodes,tifier. This can be accomplished, for instance, by a trusted,
may bias the node selection of correct nodes. Correct noddkline authority that issues cryptographically signekriti-
will in turn pass along this biased membership informatiofiers [5], thereby preventing Sybil attacks. Second, thelaye
to their peers. Over time, the malicious nodes attract aflot bas a mechanism to locate the live node whose id is closest
correct neighbors, unless an appropriate defense is i placto a desired point in the id space. This mechanism ensures

Eclipse attacks could easily be prevented by using that a query for a randomly chosen id has about the same
trusted, centralized membership service (e.g., the traicke chance of yielding a malicious node as the probability that
BitTorrent [10]). Such a service keeps track of the overlay randomly selected node is malicious. Castro et al. [5]
membership and offers unbiased referrals among nodes tescribed a routing primitive that accomplishes this tigtou
wish to acquire overlay neighbors. However, such a sergicea combination of trusted id certification, id density testsd
undesirable in many environments, since it requires déglicaredundant routing probes using the constrained routinigsgab
resources and raises concerns about scalability, rétiabitld The main drawback of using strong structural constraints to

availability. defend against Eclipse attacks is that it removes flexybifit
neighbor selection, preventing important overlay optatians
A. Unstructured Overlays like PNS. Moreover, the secure routing primitive has signifi

Unstructured overlays (e.g., [10], [18], [23]) impose neant overhead.
constraints on neighbor selection. Typically, a joiningdao 2) Proximity constraints: Hildrum and Kubiatowicz [21]
starts from a bootstrap node and discovers additional beigh describe a different defense against the Eclipse attackdbas
by performing random walks in the overlay. Malicious nodesn proximity neighbor selection. Each node selects as its
can trivially bias the neighbor selection of a correct nodewighbors the nodes with minimal network delay, among all
by steering random walks towards other malicious nodes. && nodes that satisfy the structural constraints for argive
such, unstructured overlays are vulnerable to Eclipsekata neighbor set member. Since a small number of malicious nodes

cannot be within a low network delay of all correct nodes, it

B. Sructured Overlays is therefore difficult for them to mount an Eclipse attack.

Structured overlay networks (e.g., [25], [31], [33], [38], This defense assumes that the delay measurements cannot
[43]) maintain a specific graph structure that enableslvldia be manipulated by the attacker. Also, it is effective only if
object location within a bounded number of routing hopgairs of nodes are sufficiently separated in the delay space.
Generally, each node is assigned a unique, pseudo-randémn instance, if the resolution of delay measurements is 1ms
identifier from a large numeric space, e.g., the set of pasitiand a large fraction of overlay nodes are within 1ms of
160-bit integers. A node selects its neighbors from the et @ach other, then the defense is not effective. Indeed, it was
nodes whose identifiers satisfy certain constraints kelati its observed that from the perspective of a typical Internet,res
own identifier. The constraints differ for different neigirtset large number of other nodes appear within a narrow band of
slots and some are more restrictive than others. For examplelay [20]. Moreover, our experimental results in SectieB V



show that with realistic delay values measured in the Itiernof malicious entries in the neighbor sets of correct nodes is
the effectiveness of the PNS-based defense diminishes witbunded byf /(1 — f).
increasing overlay size. )
B. Mechanisms to Enforce Degree Bound

In summary, we observe th_at maintaining s_trict strl_JcturaI The next important question is how to enforce the degree
constraints _prqwdes an effect_n_/e defense against Eclise bound. The obvious solution of a centralized service thapke
_tacks, but it introduces ?‘d.d'“‘?”a' Qverhead and Preveniick of each overlay member’s degree suffers from the same
!mportant performance optimizations like PNS. Networbprorproblem as the centralized membership service discussed in
imity based defenses, on the other hand, depend on accu é&%tion lI. A practical alternative is a distributed medkam

high-resolution delay measurements and they may be fyfmc"\'/vhere participating nodes are responsible for monitorighe
only for small overlays. other's degree

We enforce the degree bound through distributed auditing.
Each node in the system periodically audits neighboringesod

In this section, we describe a new defense against Ecliggeensure compliance with the degree bound. For this purpose
attacks based on enforcing node degree bound. Our technighgh node in the overlay is required to maintain a set of all
requires that each participating node carries a certificaiBe nodes that have in their neighbor set. We refer to this
binding its node identifier to a public key. Itis further ased |ist as thebackpointer set of x.
that the overlay supports a secure routing primitive using aperiodically,x anonymously challenges each member of its
constrained routing table (CRT), as described in the previoneighbor set by asking it for its backpointer set. If the nemb
section. of entries in that backpointer set is greater than the irekeg
bound, orx does not appear in the backpointer list, then the
auditee has failed the test, andemoves that member from

The defense is based on a very simple observation: Duriitg neighbor set. To prevent an attacker from consuming the
an Eclipse attack, the in-degree of attacker nodes in thdagve in-degree of correct nodes, a similar auditing procedure is
graph must be much higher than the average in-degreepefformed to ensure that the members of a node’s backpointer
correct nodes in the overlay. Thus, one way to prevent 88t maintain a neighbor set of the appropriate size. When an
Eclipse attack is for correct nodes to choose neighbors evhesuditing node finds one of its neighbors not in compliance
in-degree is not significantly above average, among thefsetwith the degree limit, it immediately drops the connection t
nodes that satisfy any structural constraints imposed By tthat neighbor. Therefore, the degree of such nodes naturall
overlay protocol. tends towards the allowed bound.

In the general case of an overlay where the neighbor relatioriTo ensure that replies to an audit challenge are fresh and
is not reflexive, it is not sufficient to bound node in-degreeauthentic,x includes a random nonce in the challenge. The
Malicious nodes could try to consume all the in-degrees afiditee includes the nonce in its reply, and digitally sitires
correct nodes, thereby preventing correct nodes from ¢éhgosresponse. When receives the reply, it checks the signature
other correct nodes as their neighbors. Consequentlyalsts and the nonce before accepting the reply. Asserting freshne
necessary to bound the out-degree of nodes. Correct noded authenticity ensures that a correct node cannot be frame
choose neighbors whose in-degree and out-degree are bebgwa malicious node that fabricates or replays audit resgmns
a certain threshold. Moreover, it is essential that the identity of the auditor

Next, we show that if each overlay node has the samemains hidden from the auditee. Otherwise, a malicious
degree, then the expected fraction of malicious nodes in theditee could easily produce a fake response of the allowed
neighbor set of correct nodes can be bounded b — f), size that includes the auditor. Ensuring auditor anonyrisity
wheref is the fraction of malicious nodes in the overlay. the subject of the next section.

Let the expected out-degree of correct nodeXOag, the
size of the neighbor set required by the overlay protocothWi
N(1— f) correct nodes, their total out-degreeNgl — f)Ogyp. In this section, we describe a mechanism to preserve the
We further assume that we can successfully bound the smonymity of the auditor — a necessary building block for
degree of any given node, malicious or correclyig=1tOexp  our distributed auditing mechanism to enforce degree bsund
for some constartt> 1. There aréNf malicious nodes, and soWe also analyze the effectiveness of our anonymous auditing
the total in-degree of malicious nodes is at m$tmax. The technique.

Eclipse attack is most effective when most of the out-degfee .

correct nodes are consumed by malicious nodesfLbe the A Design

fraction of out-degree of correct nodes consumed by maigcio To enable anonymous auditing, we need a communication
nodes. Thenf’N(1— f)Oeyxp < Nflmax, and ' < ft/(1— f). channel that hides the auditor’s identity. Although there a

If we bound the out-degree and in-degree of every node ntany general-purpose anonymous channel mechanisms for
the expected size of the neighbor set (ite-, 1), thus forcing overlay networks [13], [17], [27], [32], [45], the anonymit
every node to have the same degree, then the expected numéguirements of our auditing mechanism are weaker tharethos

IIl. ENFORCINGDEGREEBOUNDS

A. Overview

IV. ANONYMOUS AUDITING



provided by the above mentioned mechanisms. A node We further assume that the intermediate nodes used by an
audited regularlyonly by each member of its neighbor andauditor to relay challenges are malicious with probabifity
backpointer set. Therefore, it is sufficient to ensure thgt a Consider a strategy where a node is considered malicious
challenge is equally likely to come from any member of thesgit answers less thak out of n challenges correctly. Since
sets. Furthermore, it is sufficient to ensure that the ithenfi audits are independent of each other, the audits can be diewe
the challenger is hidden only most of the time. An occasionas Bernoulli trials [12, Appendix C.4]. A correct node cait fa
failure of sender anonymity can only moderately increage thn audit only if the intermediate node is malicious. Thus, th
time to detect a node with excessive degree. probability that a correct node is considered maliciousrin a
We designed an anonymous channel that exploits theedividual audit, consisting ofi challenges, is
weaker requirements to reduce overhead. To obscure the

k—1
sender’s identity, each challenge is relayed through aamrims- <”) gn-i (1- f)i . 1)
diate node. The mechanism used to choose such@rymizer izo I
node |shdefsclrbe.d in Section I\.GC‘ q _aiven an upper bound of, we can fixn and pickk such that
In the following, we consider a worst-case adversari is probability is very small. For instance, by setting- 24

model, where all the malicious nodes are colluding to defegf . _ 15 ang assuming < 0.2, this probability is less than
auditing. We describe the design using an example. Supp@s&, -

a correct nodex wants to audit a nodein its routing table. Consider the possible adversarial strategies when a mali-

Noc:]eﬁ picks a randdo?hnodg calfled ananonymizer, tpdre!ay cious node is audited via a correct anonymizer node. The
a challenge t‘? no e_ ) ere gre our cases to consider: malicious node can respond with a random subset of the
- Case 11-2_'5 malicious, y is correct: z does not know the maximal allowed size from its true set. Lebe theoverload
auditor’s identity, sa can either guess or not respond gfatio, the ratio of the size of its true set versus the maximal
all. ) o ] o ] allowed size. Then the probability that the randomly seléct
« Case 2:zis malicious, y is malicious: In this casey gypset passes the audit igr lassuming that auditing is done
colludes withz, allowingz to craft a custom response forcompletely anonymously. We further assume that when the
x. x will not detect thatz is not in compliance. malicious node is audited through a correct anonymizer node
- Case 3:z is correct, y is correct: z is in compliance {he malicious node answers the challenge with a probability
and the audit always succeeds. Fremperspective, this of ¢ and does not respond with a probability of- .
case is indistinguishable from I(_:a_tse 2. ] " For each challenge, there are four possible cases:
- Case 4:zis correct, y is malicious. y can drop the 1) With probability f, the anonymizer is colluding and the
challenge or response, causixgo falsely suspect. malicious node can pass the challenge.
_ Consider a simple test whebe marks nodez suspicious ) \yjith probability (1 — f)c/r, the malicious node’s ran-
if either (a) it did not receive any response after a sufficien dom response includes the auditor and passes the chal-
timeout or (b) the returned set does not contaiaor, finally, lenge.
(c) Fhe returned set size is greater than tht_—? degree boundg) With probability (1— f)c(1—1/r), the malicious node’s
Intuitively, cases 1 and 2 suggest that auditingnly once random response does not include the auditor and fails
is not sufficient since could be malicious and colluding with the challenge.

z, or z guesses correctly, or the challenge or response wasyy \vith probability (1— f)(1—c), the malicious node does
dropped by the network. Additionally, case 4 suggests that i not respond.
zis correct andy is malicious, therx would falsely suspect . . -
. . For a malicious node to pass an audit consistingnof

Therefore x needs to perform several audits through dn‘feren%

. : ; challenges, there must be at le&stnstances of case 1 or
anonymizers at random times befarean be considered to . . ) o

2 and not a single instance of case 3 (i.e., all remainingscase

be in compliance or violation of the degree bound. o .
To prevent a malicious node from correlating differerit’ < of type 4)..Thus, the prc_)bablllty that a malicious node
asses the audit undetected is

challenges from the same auditor, auditors randomize #
interval between subsequent challenges. Likewise, antaudi D /n i i

waits for a random delay between discovering the anonymizer i; i [f+@=He/TA-Ha-o"" . @
node and using the discovered anonymizer in relaying the B _ N o
challenges. This is to prevent a malicious node from infigrri Fig- 1 and Fig. 2 show the probability that a malicious node
the source of an audit challenge by correlating the disgovef detected for different settings of, k, and f, assuming

traffic with the challenge traffic. that malicious nodes have an overload ratie= 1.2. The
_ overload ratior is the ratio of the true size of the target's
B. Analysis set to the maximum allowed size. Note that the larger the

Next, we determine the probability that a malicious node mverload ratio, the less likely a randomly selected subsetdv
detected and that a correct node is falsely blamed, respbcti contain the auditor, thus the easier a malicious node woeild g
This guides the choice of the various parameters. We assutiedected. All results reflect a setting that is, from theckea's
that the adversary seeks to maximize the in-degree of itesiodoerspective, optimal, i.e., with the least probability tthiae
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Fig. 1. Probability of marking a malicious/correct node @o®us vs. . . ]
fraction of malicious nodesk =n/2. node is subsequently used in an audit challenge, the attacke

1 — can infer the source with high probability.

5 osl Node closest toH(x): When a node wishes to audit it

% selects the node with id numerically closest to the hidsk)
] ] (e.g. SHA-1) as the anonymizer node, shown in Fig. 3(b). Once
% oal o the anonymizer node is found, it can be used continuously, as

g long as it remains the node with id closestHdx). Since all
& o02f k=3n4 —— auditors of a given node use the same anonymizer node and
N ‘Eiﬂﬁ e have random challenge times, the challenges will be mixed

8 10 12 14 16 18 20 22 24 together. Malicious nodes that observe discovery routaifjd¢

Number of challenges per audit will learn nothing about the source of a particular chalkeng

Fig. 2. Probability of detecting a malicious node with diéfiat numbers However, _If the Chos_er? node _happens to be malicious, then
of challenges per audit = 0.2. every audit of node is ineffective.

Random node among thel closest toH (x): Here, auditors

use a random node among thaodes with ids closest td (x)

?§ee Section 1I-C) as the anonymizer for a given challenge,

S - . shown by Fig. 3(c). Per our assumption that nodelds are

ande that_mlnlmlzed the probability of detectl_on. assignedyrangoml(y )and cannot be forged, this anonymizer set
Thus, given an upper bound fdy one can pick the Vall_JeS represents a random set of nodes in the overlay with only a

for n andk to minimize the probability of falsely blaming ¢, q(ion f heing malicious, exactly as if anonymizers were

correct nodes, while effectively detecting malicious r@der ., ,se 4t random from the full overlay. However, because all

exampl_g, assumé < 0.25. .By settingn = 24 ar!dk =12, the auditors use the same set of nodes to select anonymizers and
probab|I_|t_y of falsely blz_;lmlng a correct_ node is around 0. 2% iy challenges are interleaved, malicious nodes thatrobs

bl_ﬂ maI|C|ou_s_ nodes with overload ratio> 1.2 are detected traffic will learn nothing useful about who is performing any
with probability at least 95.9%. Therefore, we pikk=n/2, given audit

requiring a node to answer at least half of the audits cdyrect
Since the last technique is the most robust, we used it in

C. Discovery of Anonymizer Nodes our auditing implementation. In order to maintain a suffitie

size of the anonymizer set under churn (i.e., the arrival and

A critical element of our distributed anonymous auditin%e arture of overlay nodes), all auditors periodicallyesh
mechanism is the selection of anonymizer nodes. The sefect b Y ' P x

. . . ““their list by determining the latest set d&f closest nodes
mechanism must ensure that the anonymizer node is mahu?gﬁ_' (x). Moreover, we sef to be equal to the number of
with probability no more tharf and that the identity of the ) '

anonymizer node used by an auditor reveals nothing about ﬁwh%(l;\?gbﬁs Fr)r?L:se;ug;n'anon mizer set be? For overlavs with
identity of the auditor. 9 y ' y

W ider th techni i lect th .a sufficiently large number of nodes, the distribution of
¢ consider three techniques to select the anonyMizibiicious nodes in a vicinity of a point in the identifier

nodes: space set can be approximated by a binomial distributior. Th
Random node: A node is chosen randomly from the enprobability that at least half of the nodes in an anonymieér s
tire population of the overlay before each audit, shown f Sizen is malicious can be bounded above by

Fig. 3(a). This can be done by drawing a random number in n n\ i i

the id space and using secure routing to select the live ayerl . ; (|) fia-—f)"".

node with id closest to that chosen number. The problem i=[n/2]

with this approach is that a malicious node could potentialFor example, only 1% of all anonymizer sets of size 16 contain
overhear the routing request from the auditor. If the chosanleast one-half malicious nodes, while only 0.1% of size 24

malicious node would be detected. This optimal setting w.
determined empirically for each data point, by finding the



contain at least one-half malicious nodes in the anonymizer 06 10000 nodes

set. Also, the probability drops exponentially with incsisy 05l 3000 nodes-—— |

baseline

anonymizer set size.

Therefore, we can dynamically set the size of anonymizer
sets to balance the probability of having an anonymizer set
with at least one-half malicious nodes and the overhead
of maintaining such an anonymizer set. To ensure that the

Fraction malicious

expected number of anonymizer sets with at least one-half 01y
malicious nodes is less than one, in an overlay of 8izeve 0
need to choose the size of the anonymizemstt satisfy 0 > W 15 20
Time (Hours)
n n\ )
N () flia-H)"'<1. Fig. 4. Fraction of malicious nodes in routing tables of eotrnodes, at
i=[n/2] I different network sizes for GT-ITM topology.
For instance, assunfe= 0.2, for N = 100, 1000, and 10000, 06 ‘ 1?888 noges—o—

we need to choose to be 13, 21, and 29, respectively. 05¢ 1740 nodes ~ 1

baseline

V. EVALUATION 0.4 5

In this section, we set out to answer the following questions o3 ™

empirically:

xxxxxxxxxxxxxxxxxxx

Fraction malicious

0.2
« How serious are Eclipse attacks on structured overlays? o1l
« How effective is the existing defense based on proximity '
neighbor selection (PNS) against Eclipse attacks? 0 5 o 15 2
« Is degree bounding a more effective defense? What is the Time (Hours)

impact of degree bounding on the performance of PNS?

« |Is distributed auditing effective and efficient at boundingig- 5. Fraction of malicious nodes in routing tables of eotrnodes, at
ifferent network sizes with King latencies.
node degrees? g

A. Experimental Setup

We use MSPastry [28], which comes with a packet-lev&' Eclipse Attacks
discrete-event simulator. Two different physical netwtaol- First, we evaluate the impact of an Eclipse attack on a
ogy models were used in the simulations: The GT-ITM transiRastry overlay when PNS is turned off, i.e., when nodes pick
stub network topology model, consisting of 5050 routerd,[41neighbors regardless of the delay in the physical netwark. |
and a set of measured pair-wise latency values for up tlus case, an Eclipse attack is extremely effective, asarde
10,000 real Internet host, obtained with the King tool [19)}Vhen the overlay network stabilizes, the fraction of malirs
Unless stated differently, the GT-ITM model was used in theeighbor set entries is over 70% for a 1000-node overlay and
simulations. more than 80% for overlays with 5000 nodes. In the top row

Pastry was configured with routing balse- 4 and leaf set of the routing table, where the constraints on a neighbor’s
size ¢ = 16. Pastry implements proximity neighbor selectioidentifier are weakest, the fraction is over 90% for a 1000-
(PNS) [6] and an optimized version of Castro et al.'s secur®de overlay and approaches 100% for overlays of 10,000
routing primitive, described in [36]. The overlay membepsh nodes or more.
is static unless otherwise stated. Next, we evaluate the effectiveness of Eclipse attacks on

The fraction of malicious nodes is set fo= 0.2 unless a Pastry overlay with PNS. Fig. 4 shows the fraction of
otherwise specified. Malicious nodes collude to maximizmalicious nodes at different overlay sizes vs. the simorati
the number of entries referring to malicious nodes in théne. Observe that with time, the average fraction of malisi
neighbor sets of correct nodes. In particular, malicioudaso nodes over the full routing table drops to less than 30% withi
misroute join messages of correct nodes to each other dddhours of simulation for all system sizes. The fractiontfer
supply references exclusively to other malicious nodes tp row drops from 78% to 41% for a 10,000 node network
part of the overlay maintenance protocol. Malicious nodegthin 10 hours. These results suggest that PNS, by itself,
initialize their routing tables to refer to good nodes wheare reduces the impact of an Eclipse attack, particularly inlsma
possible, in order to consume as much of the in-degree of gom¢erlays.
nodes as possible. Malicious nodes maintain an out-degre&his experimental setup, however, benefits from a good
of 16 per routing table row, which is the optimal strateggeparation of nodes in the delay space of the GT-ITM topology
from the perspective of the attacker. Results of simulatiomodel. To see if the result holds up when real delays measured
we performed show that any attempt of using a larger outr the Internet are used, we repeated the experiment with the
degree leads to a quicker detection of the malicious nod&sng delay sets. Fig. 5 shows that the effectiveness of PNS
and diminishes the overall impact of the attack. in defending against Eclipse attacks is significantly redic
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Fig. 7. Fraction of malicious nodes in top row of routing &l correct
nodes, at different network sizes with King latencies. already over the limit. Experimentally, we varied the irgoee
limit from 16 through 64 entries per routing table row. Table

presents the average fraction of malicious routing tabtée=n

As the overlay size increases, PNS becomes less effectiyeq entire routing table. The fraction of malicious rogti
In the actual Internet, a large fraction of nodes lie within g entries for each row was very similar.

small d(_alay band, making PNS less effective as a defenserg resylits show that in-degree bounding is effective at
mec.hanlsrn. . i i maintaining a low fraction of malicious routing table ea8i

Itis easiest for the malicious nodes to supply suitableientr 5 expected, this fraction is approximatefty/(1— f) = 0.25
for routing table rows with weak constraints on the identifie;o, t — 1 ie. when the bound is set to the expected average

which explains the high fraction of entries to malicious @8d yeqree. The effectiveness of our defense decreases when the

in the results for row zero, as shown in Fig. 6 and %yerjay is large and the in-degree bounds loose, since

Unfortunately, the entries in row zero are used most oftep,jicious nodes are able to exploit the loose in-degree dmun
in routing a node’s own messages, because they are typicg}yconsume a higher fraction of the out-degree of correct
used for the first hop. Thus, an Eclipse attack can be highlyqes.

effective at intercepting overlay traffic. _ ~ We also evaluated the impact of in-degree bounding on
We conclude that a PNS-based defense against Eclip§§iting delays under PNS. We measure the delay stretch,
attacks alone will not be effective in the real Internetuieag \hich s the ratio of overlay routing delay versus the direct
better mechanisms to defeat such attacks. IP delay. Since degree bounding puts extra constraints®n th
choice of neighbors, it can increase routing delays evehan t
absence of attacks. We observed a delay stretch increase of
To measure the effectiveness of degree bounding, we figgiproximately 25% in an overlay with 20,000 nodes with no
perform an idealized experiment where the degree bounds aralicious nodes and an in-degree bound of 16 per row. The
perfectly maintained. We use an oracle to determine if a nogenalty decreases to about 8% for a bound of 32, as shown in
has exceeded its degree bounds; no anonymous auditingFiig. 8. We conclude that in-degree bounding is highly effect
performed. This allows an evaluation of an “ideal” degreagainst Eclipse attacks so long as a tight in-degree bound is
bounding defense, independent of any particular implemesaforced, and that the resulting increase in delay stretch i
tation of bounds enforcement. tolerable.
Malicious nodes attempt to maximize their in-degree, but ) o
correct nodes will check a node’s in-degree before addingDt Effectiveness of Auditing
to the routing table during a routing update. Correct nodes,Next we evaluate the effectiveness of auditing in defending
then, will refuse to increase the in-degree of a node thatdgainst the Eclipse attacks. In this experiment, we sirawdat

C. Effectiveness of Degree Bounding
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We assume malicious nodes employ the optimal strategfycorrect nodes.
to maintain high in-degree without getting caught, i.egyth
respond to audits coming through correct anonymizer node
with the optimal probability, as described in Section IV-B. 1) In-degree distribution: Fig. 9 shows a cumulative distri-
About once every two minutes, a node audits each of #tion of in-degree for both correct and malicious nodesndur
overlay neighbors, with each being audited at a randomnnst@&n Eclipse attack, but before auditing has started. Clearly
in the 2 minute interval. malicious nodes have been able to get in-degrees far larger
To evaluate the effectiveness of auditing, we simulatet bdhan 16. Assuming static membership (i.e., no churn), we
static membership and churn scenarios. We simulated osinulated approximately 10 hours of operation with auditin
5%, 10%, and 15% churn every hour. The average lifetinf®1abled. After this, every node in the system, correct or
of a node in our simulation is indefinite, 20, 10, and 7 hourg)alicious, has in-degree equal or below the allowed bound
respectively, for the above churn rates. These churn rates @f 16. This shows that our auditing scheme has successfully
higher than those reported by Bolosky et al. [3] for a corm)ra_caUth each and every case of a malicious node with excessive
environment, where the average session time was reportediadegree.
37.7 hours, but much lower than the session times reportec®) Detecting malicious nodes: Fig. 10 and Fig. 11 show
for some file-sharing networks [2]. Since the auditing ratdéte fraction of malicious neighbors over time in the entire
is once every 2 minutes in our simulations and it takes 2guting table and in just the top row, respectively. To show
challenges to decide whether a node is suspicious, a ndble impact of auditing more clearly, auditing starts aftes 1
needs to be alive for an hour for meaningful audit data twours of simulated time, whereas the malicious nodes begin
be collected. As we will show, higher churn would requir@an Eclipse attack immediately. Before auditing has begun,
a higher auditing rate and proportionally higher overheathe routing tables start with around 40% of the entries of
Therefore, the target environment for our defense is anlayercorrect nodes referring to malicious nodes (versus 20%ef th
with low to moderately high churn. nodes being malicious). Note that correct nodes enforce-an i
One concern is that a malicious node could leave the overldggree bound of 16 per row from the start of simulation while
just before auditing finishes, to avoid being detected onogalicious nodes do not. Under churn, the newer correct nodes
an audit completes. However, such a node would loose Bfint to malicious nodes rather than correct nodes, caubing
its overlay connections, which would defeat the goal of diaction to increase with time for different churn settingil
Eclipse attack. Alternatively, the node could try to reblsh auditing is started.
the connections to its previous neighbors; however, in thisWithin 2 simulated hours after auditing has begun, the
case, the neighbors would continue their audits where thigction of malicious nodes drops to below 30% and 25% for
left off. Caching audit state for a few days is sufficient fothe top row and overall, respectively, with static membigrsh
this purpose. as well as with a churn of 5% and 10% per hour. However, the
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fraction of malicious nodes in the top row for 15% churn is 2 8:2: ‘'
above 30%. To explain why the fraction does not drop further, £ o7t {
we considered the in-degree distribution of malicious sode § 06} f
relative to the lifetime of these nodes. As expected, nodes g gi ﬂf
with higher in-degree are nodes that are relatively new and % 0zl s
thus have not yet been sufficiently audited. 2 o2} * ]
We then doubled the auditing rate to once every minute. G oy it e houndng 1
We observe that the fraction of malicious nodes in the top %01 1 10 100
row stabilized around 27%, an improvement of 3%. Auditing Delay (seconds)

14. Cumulative distribution of delays observed wittd amithout

at a rate of once every minute under a 15% churn rate has gne
%ree bounding.

same effect as auditing once every 2 minutes at a churn of 1
per hour. This shows the fundamental tradeoff between churn
rate and auditing rate. Higher churn requires more auditing

3) Communication overhead: Fig. 12 shows the total over- are discarded at a rate similar to the false positive raewie
head for maintaining the overlay. This includes the basgt cainmark 1 suspicious node every week in a 2000 node network.
for maintaining the Pastry overlay with PNS, the additiondlhis introduces a small background churn in the system since
cost of maintaining the constrained routing table (CRTY arthese unmarked nodes are treated as new nodes and are freshly
the cost of auditing. Recall that the CRT is necessary te-audited. The false positive rate could be reduced futikie
implement secure routing, which is in turn needed to seguréhcreasing the value afi (i.e., performing more audits before
find anonymizer sets. reaching a conclusion).

The auditing cost, shown separately, is proportional to the . ] ] ]
auditing rate, which is set to one audit every 2 minutes f Comparison with Previous Technique
our simulation. A lower auditing rate would reduce the cost, The rest of this section compares degree bounding with the
but would also require a longer time to detect maliciousreviously proposed defense by Castro et al. [5] based on a
nodes and would likewise be less effective under churn. Asnstrained routing table. We compare both network ovethea
before, we first allow the system to run for 1.5 hours anghd communication delay. In this experiment, the auditatg r
then enable auditing. The spike in secure routing overhegdonce every 2 minutes and the churn rate is set to 5% per
at this time is the result of every node searching for thgour. In both techniques, an application message is firsedou
anonymizer nodes it will subsequently use. The figure showsough the normal PNS-based routing table, which is either
that the absolute auditing cost (2 msg/node/sec), the dostdegree-bounded or not. If it fails, the message is then me-se
secure routing (0.2 msg/node/sec), and the total maintenansing secure routing using the CRT.

cost (4.2 msg/node/sec) are very low. 1) Network overhead: The goal of this experiment is to
We therefore conclude that auditing is effective, with akmacompare the total cost of delivering a given application -mes
increase in overhead. sage to the correct destination, including the maintenance

4) False positives. One concern for our auditing scheme i®verhead of the overlay. We simulate an application thadsen
false positives. After 10 hours of simulation, we obsenteat t traffic at a constant rate. We then measure the total number of
approximately 100 connections between correct nodes wenessage exchanged, which includes the maintenance cost and
incorrectly marked as suspicious and removed from neighltbe secure routing cost for the two techniques. Without eegr
sets. This is out of the roughly 96,000 total connectionsisTh bounding, the maintenance cost of the overlay is the cost of
our auditing scheme has only a f0false positive rate after maintaining two routing tables: one PNS and one CRT. With
10 hours of auditing. To ensure that the false positives do raegree bounding, there is an additional cost of anonymous
become a concern in a long running system, suspicious magksliting.



Fig. 13 compares the total cost in messages per natte defense is not directly applicable to systems that use
per second of routing the application messages. The figagymmetry deliberately for performance reasons. For exam-
shows that the total overhead with auditing is lower, undass ple, superpeers in KaZaA aggregate index information and
application rarely sends messages, with an average ofhlass tmaintain connections to a large number of ordinary nodes.
4.75 msg/node/min. Also observe that the auditing techmigWnless such superpeers can be authenticated and implicitly
reduces the reliance on (and thus the overhead of) the sedwmsted, they pose a security threat since they are in aiposit
routing mechanism by more than half in most cases. In othereclipse the entire overlay. Securing such heterogene2us
words, the cost of auditing pays off, unless the applicatimverlays is an interesting research problem and may require
message rate is very low. different set of solutions.

2) Communication delay: Another metric we used to com-
pare the two schemes is the delay observed by the applical%n
to obtain the correct destination for a given key. Fig. 14 In this paper, we have limited ourselves to defending agains
presents the cumulative distribution of delays observed fBclipse attacks in structured overlays. For auditing to kwor
the two techniques. The knees in the curves are due iounstructured overlays, there needs to be a mechanism
the fact that in our implementation, secure routing is dorte securely select auditor sets. A straightforward sotui®
in discrete iterations [36]. The average delay with degrée maintain an additional structured overlay alongside the
bounding is 3.05 seconds, while it is 5.4 seconds withounstructured overlay, solely for the discovery of anonyniz
degree bounding. Moreover, more than 90% of messages weogles. The cost of maintaining such a structured overlay
correctly delivered within 5.8 seconds with degree bougdincan be made very low, as shown by Castro et al. [4]. As a
while delivering the same fraction without degree boundinglated example, modern BitTorrent clients optionally ase
took 16 seconds. Kademlia [25] structured overlay to maintain a “distribdite
tracker”, which locates peers for the otherwise unstrgctur
exchange of data [39].

Auditing in unstructured overlays

VI. DISCUSSION
A. Limitations of auditing

With the proposed defense, each node independently G%_Locahzed attacks
covers malicious nodes. An attacker node can remain in thenstead of trying to attack all correct nodes in the overlay
system after attacking a subset of nodes while appearingStgultaneously, an adversary could attempt to moulucal-
behave correctly to others. If a correct node, after detgai ized Eclipse attack. In this attack, malicious nodes attempt to
malicious node, could present a verifiable proof of misbaitay 0cCUpy row zero of the routing tables of only a small set of
to other correct nodes, then it would be possible to remo¥ietim nodes. Such an attack may not be detected by degree
the malicious node from the system as soon as it is detectBguUnding, because it does not require malicious node to have
However, generating such proofs could require complex-cryd Significantly higher-than-average node degree.
tographic operations or Byzantine agreement betweenaorre However, the colluding nodes have to have low network
nodes, and could also cause problems when the auditlA§£ncy to the victim nodes. (Recall that row zero is the most
system has false positives. Our technique, on the other, hafi@gkible row, and to be included in that row the malicious
does not rely on any cryptographic functionality other thaodes have to have sufficiently low delay to the target nodes
authenticated audit messages and certified node identdieds Under PNS). So, this type of attack is possible only if the

is robust against auditing errors. victim nodes are locally surrounded by malicious nodes in
the physical network. Effective defenses against sucHilmzh
B. Adversary response strategy attacks in an overlay are an open research problem.

In our experiments, a malicious node responds to an anony-
mous challenge with a probability of less than one; if it
responds, it presents a subset of its true neighbor / baatgroi  Sit and Morris [37] consider routing under attack in peer-
set. An alternative strategy would be to always return a fixé@-peer systems. They proposerative routing, where the
subset of the maximal allowed size. Unlike the random subs@urce node repeatedly ask for the next hop of a message,
strategy, such a malicious node’s degree never doelpsy the and contacts the nodes in the path successively. Castro et
bound, since the nodes included in the fixed subset will new@r [5] propose the use of a routing failure test and reduthdan
suspect the malicious node. As a result, malicious nodes ¢anting to improve the chance of successful routing. They al
in some cases achieve a total degree that is 1-2% higher tRghstrong structural constraints on the neighbor set tathw
with the random strategy. Neither strategy, however, aloviFclipse attacks.
malicious nodes to maintain a degree that is significanthyab ~ Despite the structural constraints enforced by the overlay
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the average degree in the overlay. membership protocol (e.g. prefix match), Castro et al. [@] an
) _ _ Gummadi et al. [20] show that proximity neighbor selection
C. Eclipse attacks on hierarchical overlay systems can provide good network locality properties in structured

Our technique uses deviations in the degree of a givpeer-to-peer overlay. However, the strong constraintshen t
node as an indication of a possible Eclipse attack. Thezefoneighbor sets required to defend against Eclipse attaeke le
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