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Abstract—According to several studies, the power consumption
of the Internet accounts for up to 10% of the worldwide energy con-
sumption and is constantly increasing. The global consciousness on
this problem has also grown, and several initiatives are being put
into place to reduce the power consumption of the ICT sector in
general. In this paper, we face the problem of minimizing power
consumption for Internet service provider (ISP) networks. In par-
ticular, we propose and assess strategies to concentrate network
traffic on a minimal subset of network resources. Given a telecom-
munication infrastructure, our aim is to turn off network nodes
and links while still guaranteeing full connectivity and maximum
link utilization constraints. We first derive a simple and complete
formulation, which results into an NP-hard problem that can be
solved only for trivial cases. We then derive more complex formu-
lations that can scale up to middle-sized networks. Finally, we pro-
vide efficient heuristics that can be used for large networks. We
test the effectiveness of our algorithms on both real and synthetic
topologies, considering the daily fluctuations of Internet traffic and
different classes of users. Results show that the power savings can
be significant, e.g., larger than 35%.

Index Terms—Green networks, link and node switchoff, network
design.

I. INTRODUCTION

T HE STEADILY rising energy cost and the need to reduce
the global greenhouse (such as CO ) gas emission to pro-

tect our environment have turned energy efficiency into one of
the primary technological challenges of our century [1]. In this
context, information and communication technologies (ICT) are
expected to play a major active role in the reduction of the
worldwide energy requirements through the optimization of en-
ergy generation, transportation, and consumption. However, a
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number of studies estimate a power consumption related to ICT
itself varying from 2% to 10% of the worldwide power con-
sumption [2], [3]. This trend is expected to increase notably in
the near future. Not surprisingly, only 20% of ICT carbon emis-
sions derive from manufacturing, while 80% arise from equip-
ment use [4]. Moreover, among the main ICT sectors, 37% of
the total ICT emissions are due to the telecommunication in-
frastructures and devices, while data centers and user termi-
nals are responsible for the remaining part [4]. In Italy, for ex-
ample, Telecom Italia is the second largest consumer of elec-
tricity after the National Railway system, consuming more than
2 TWh per year [5], which is equivalent to the energy consumed
by 660 000 families in one year [6]. Similar and even more pes-
simistic considerations also hold for the other developed coun-
tries (see, for example, [7] for the case of Japan).

To this extent, networking devices like IP routers consume the
largest majority of energy [8]. It is therefore not surprising that
researchers, manufacturers, and network providers are spending
significant efforts to reduce the power consumption of ICT sys-
tems from different angles.

In this paper, we aim at studying how to reduce the overall
power consumption of an Internet service provider (ISP) back-
bone network, considering it as a single, large, and distributed
system. We do not focus on reducing the power consumption
of each device, but rather we aim at controlling the whole
network, so as to find the minimum set of devices that must be
used to meet the actual traffic demand. Traditionally, networks
have always been designed to meet a given traffic demand, e.g.,
peak-hour traffic under quality-of-service (QoS) constraints
such as maximum links load or robustness to device failures.
Minimizing the equipment investment (capital expenditure,
or CAPEX) has been the traditional objective function. The
intuition, however, suggests that this approach, while being
optimal during peak-hour traffic, results in an overprovisioning
of capacity, causing waste of resources, including the energy
used to keep the whole network up and running. In addition,
the coarse granularity of today’s transmission technology often
forces the network providers to install high-bandwidth links
that are lightly loaded most of the time. Spare resources are
also present to provide a reliable service, so that additional
links and nodes guarantee to recover from occasional failures.
Keeping all these additional resources always powered on is a
clear waste of energy, needlessly augmenting the operational
expenditures (OPEX).

We consider the problem of ISP network energy consump-
tion, facing a scenario in which network devices can be selec-
tively turned on and off to meet the actual traffic demands and
can be quickly activated in case of failures. We aim at answering
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questions like the following: “What is the minimum set of links
and routers1 that can support current traffic demands and that
minimize the total power consumption? Is it possible to save
energy by increasing the maximum load each link can tolerate?

This intuition has been already proposed in the literature (see
Section VII for a broader discussion), starting from the pio-
neering work of Gupta [9] or more recently in [10], [11], [12],
and [13]. In this paper, we further push this intuition by: 1) pre-
cisely formulating the problem; 2) devising optimal solutions
that can scale up to middle-sized networks; 3) providing effi-
cient heuristics in case larger networks are considered; and 4) as-
sessing the effectiveness of the proposed approach considering
a real test case, showing that power saving can be significant,
e.g., larger than 35%.

The paper is organized as follows. The mathematical formu-
lation of the problem and the proposed algorithms are presented
in Sections II and III. The description of the topologies used for
performance assessment is reported in Section IV. Section V
details the results obtained. An implementation discussion is re-
ported in Section VI. Section VII overviews the related works.
Finally, conclusions are drawn in Section VIII.

II. PROBLEM FORMULATION

We consider an ISP network, in which access nodes (e.g.,
DSLAMs, Node-B’s in 3G networks, optical line terminals in
passive optical networks) aggregate users’ traffic. Access nodes
are sources and destinations of information and are connected
to the ISP transport network, whose topology is a generic mesh.
Transport nodes are neither sources nor destinations of traffic.
The traffic matrix at each time is assumed to be known. Consid-
ering energy consumption model of devices, we simply assume
that the power consumed is independent from current load, so
a constant amount of energy is consumed when a device is on.
This assumption is representative of current network devices, as
reported by real measurements [10].

An informal description of the design problem we consider is
the following.

Given: 1) a physical network topology comprising routers
and links, in which links have a known capacity; 2) the
traffic demand exchanged by all source/destination node
pairs at a given time; 3) the power consumption of each
link and router,
Find the set of routers and links that must be powered on
so that the total power consumption is minimized,
Subject to flow conservation and maximum link utilization
constraints.

More formally, we can provide an integer linear program-
ming (ILP) formulation of the problem to precisely define it.

Let us represent the network infrastructure as a di-graph
, where is the set of vertices and is the set of edges.

Vertices represent network nodes, while edges represent net-
work links, being and the number of
nodes and links, respectively. Let be the capacity of the link
from node to node , and let be the maximum link

1In this paper, we interchangeably use the terms “node” and “router.”

utilization that can be tolerated. Let be the average amount
of traffic going from node to node ,
i.e., represents the traffic demand.

Let be binary
variables that take the value of 1 if the link from node to node

is present in the topology and powered on. Similarly, let
be binary variables that take the value of

1 if node is powered on. Let denote the amount
of flow from to that is routed through the link from to .
Similarly, let be the total amount of traffic flowing on the
link from to with capacity . Finally, let and
be the power consumption of link from to , and of node ,
respectively.

Given the previous notations, we provide different versions of
the optimization problem formulation. We start from a simple
and complete formulation that can be solved only for trivial
cases. We then elaborate on it, deriving more complex formula-
tions that can be solved to the optimum for medium-sized net-
works, i.e., up to hundreds of nodes.

A. Basic Formulation (OPT-V0)

Minimize

(1)

Subject to

(2)

(3)

(4)

(5)

Equation (1) minimizes the total power consumption of the net-
work. Equation (2) states the classical flow conservation con-
straints, according to which traffic flows are routed using a fluid
model, so that several paths can be used to transport traffic from
a source until the destination node is reached. Equation (3) eval-
uates the total flow routed on each link. Constraint (4) forces the
link load to be smaller than the maximum target utilization ,
while constraint (5) states that a node can be turned off only if all
incoming and outgoing links are actually turned off. The big-
method is used to force this constraint, taking .

The presented formulation falls in the class of capacitated
multicommodity minimum-cost flow problems (CMCF) [14],
i.e., the problem in which multiple commodities have to be
routed over a graph with capacity constraints. CMCF problems
are known to be NP-hard, and therefore finding the optimal
solution becomes impractical even for small networks.

Considering the complexity of this formulation, (2) entails
variables, so that the problem size grows as , making

it possible to solve only for trivial cases.
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B. Aggregated Flows (OPT-V1)

To reduce the problem size, we can use aggregate variables
to compute flow routing. More precisely, let de-
note the aggregate amount of flow coming from source that is
routed through the link from to . is the total
traffic injected by source node into the network. Flow conser-
vation (2) and (3) can then be rewritten as

(6)

(7)

Equations (1), (4), and (5) are unchanged.
According to this formulation, the actual routing information

for each is lost, but the number of variables is reduced
to thanks to the aggregate form. Once and have
been found, routing information can be computed by reverting
to the disaggregate variable , and considering (2) and (3).
This latter problem involves real variables only and can be easily
solved [15]. Despite the reduced complexity, the aggregate for-
mulation problem can still be solved to the optimal in trivial
cases only.

C. Additional Constraints (OPT-V2)

We now introduce some additional constraints to limit the re-
gion of admissible solutions, therefore improving the conver-
gence time of the solver. We start by explicitly stating that access
nodes are traffic sources and sinks, and therefore they cannot be
powered off, i.e.,

(8)

Then, we explicitly exploit that, for protection purpose, ac-
cess nodes are typically multihomed, i.e., they are connected
to two distinct backbone nodes that collect traffic from several
access nodes in the same area. For the sake of simplicity, we
consider the case in which access nodes are linked to two dis-
tinct backbone nodes. This approach can be extended also to the
generic multihomed case. Let us define two backbone nodes
and to be adjacent if there exists an access node that is con-
nected to both of them, i.e.,

if (9)

Then, we can impose that at least one among the set of adjacent
nodes must be powered on, i.e.,

(10)

Note that both (8) and (10) increase linearly with the number of
nodes , and the size of the problem is still heavily influenced
by the flow conservation constraints (6).

D. Reduced Form (OPT-V3)

We further improve the formulation by aggregating all the
source and destination nodes that are linked to the same back-
bone nodes. As in the previous formulation, we consider the case

Fig. 1. Access nodes �� �� � are connected to the same two backbone nodes
�� � on the left. �� �� � are aggregated into node � on the right.

in which access nodes are dual-homed to backbone nodes. Fig. 1
sketches the reduction procedure. Let consider two backbone
nodes and (nodes at the bottom in Fig. 1). Let be the
set of access nodes that are connected to and only. It is pos-
sible to aggregate nodes in into a single node that is still
dual-homed to and using two virtual links and .
For ease of notation, we use in the following.

Formally, the capacities and of links and
can be expressed as2

(11)

Similarly, the capacities and of links and can
be expressed as

(12)

To compute the traffic node sends and receives, we have

(13)

We set to zero the mutual traffic among the nodes

(14)

Finally, the power consumption is equal to the sum of the orig-
inal ones

(15)

and

(16)

The above procedure must be repeated for all pairs of
backbone nodes, and considering then all sets of access nodes
that are connected to and . Depending on the size of , the

2Notice that we compute the residual capacity when one out of two equivalent
links is powered off.
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complexity of the resulting problem is reduced, so it can then be
solved using a standard ILP solver.

After the optimal solution of the reduced version has been
found, it is possible to revert to the original access nodes (and
links) by solving small and independent problems, one for each
node that has been created. In particular, node has to be
reverted back to the original nodes in , along with the original
links. Only decision variables and for must be
assigned using, e.g., OPT-V2 formulation.

Notice that the solutions of OPT-V3 are in general a subset
of OPT-V2 (and OPT-V1) possible solutions. Consider an ag-
gregated link . Only two cases are possible according to
OPT-V3: either or . This forces all

, or . This leads OPT-V3 to give
in general an upper bound to the solution of OPT-V2. In prac-
tice, as shown in Section V, the solution obtained using OPT-V3
has always been found to be equal to the optimal solution of
OPT-V2.

E. Lower Bound

A lower bound to can be found by identifying the min-
imum-cost subset of edges and vertices of such that
there exists a path from any to for which . In the
basic formulation, this can be achieved by replacing (4) with

(17)

for any constant . In the realistic case in which
any source node is allowed to exchange traffic with any des-
tination node, this leads to a Minimum Steiner Tree problem
in graphs, i.e., the problem of finding the minimum-cost undi-
rected tree in that spans among all source and destination
nodes. The Minimum Steiner Tree problem is also an NP-hard
problem, but several heuristics and approximation algorithms
are available [16].

III. HEURISTIC APPROACH

Given the NP-hard formulations presented, finding the op-
timal solution using an ILP solver is viable up to a given number
of nodes. Therefore, heuristic approaches have to be adopted if
the problem size is too large. In this section, we present a set of
heuristics explicitly designed to find an admissible solution.

All heuristics start by considering a network in which all el-
ements are powered on, hence for every existing link
in the considered topology, and . Then, the algorithm
checks iteratively if a given element (either a node or a link) can
be turned off.

At each iteration, the considered element is removed from
the graph, and traffic is then rerouted on the residual graph.3

After rerouting, if (2) and the utilization constraint (4) are still
fulfilled, then the selected element is definitively powered off.
Algorithm 1 and Fig. 2 report a schematic description of the
heuristics.

3Differently from the ILP formulation, we use a simple shortest-path algo-
rithm to route the traffic.

Fig. 2. Turning off technique.

Algorithm 1: Pseudocode Description of the Proposed
Heuristics

1: {node optimization}
2: sort_nodes(node_array, order_type);
3: for do
4: disable_node(node_array ;
5: {for each pair, compute the shortest path.

In case of tie, pick one shortest path at random}
6: paths=compute_all_shortest_path();
7: compute_all_link_flow(paths);
8: if (check_paths(paths) == false)

(check_flows(paths) == false)) then
9: enable_node(node_array );

10: end if
11: end for
12: {link optimization}
13: sort_links(link_array, order_type);
14: for do
15: disable_link(link_array );
16: paths=compute_all_shortest_path();
17: compute_all_link_flow(paths);
18: if (check_paths(paths) == false)

(check_flows(paths) == false) then
19: enable_link(link_array );
20: end if
21: end for

The algorithms presented in this paper share the same intu-
ition: The energy saving achieved by turning off nodes is higher
than by switching off single links [18], and switching off a node
is more difficult than switching off a single link. This suggests
that the algorithm should try to turn off nodes first and then links.

The node set is first sorted considering a given rule before it-
erating through all the nodes. We consider the following sorting
rules:

• random (R);
• least-link (LL);
• least-flow (LF);
• most-power (MP).

The random heuristic sorts nodes in random order.
The least-link heuristic sorts nodes according to the number

of links that are sourced/sinked at each node, so nodes with a
small number of links are considered first, i.e., is sorted in
increasing value of
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The least-flow heuristic takes instead into account first the
nodes with the smallest amount of information flowing through
them, i.e., is sorted in increasing value of

Finally, the most-power heuristic tries to switch off first the
nodes with the highest power consumption, i.e., is sorted in
decreasing value of .

Considering the algorithms to turn off links, three sorting cri-
teria are considered:

• random (R);
• least-flow (LF);
• most-power (MP);

which leverage on the same intuition of the corresponding node
sorting heuristics: The random policy sorts links in random
order; the least-flow policy sorts links in increasing order
of carried flow, i.e., is sorted in increasing value of ;
the most-power heuristic sorts links according to their power
consumption .

All possible node/link sorting combinations have been
studied. Besides these heuristics, we also tested the cor-
responding ones in which a decreasing order is adopted
(increasing for MP). Since they all perform consistently worse
(as expected),4 we decided not to include them in this paper.

IV. TOPOLOGY DESCRIPTION

Performance of the proposed approaches is tested considering
two scenarios: a test case, which considers a simplified version
of the actual topology of a national ISP, and a second bench-
marking data set, based on random topologies to assess the al-
gorithm performance versus different parameters.

A. Real Topology

The real topology we consider has been derived from the ac-
tual topology used by a large ISP in Italy. It follows a typical
hierarchical design, as reported in Fig. 3, in which four levels of
nodes are present: core, backbone, metro, and access nodes.

1) Topology Description: The inner level is composed by
“core nodes” [Fig. 4(a)] that are interconnected by 50-Gb/s
links. Core nodes are placed in four central points-of-pres-
ence (POPs) located in two cities. Each central POP hosts a pair
of core nodes, each connected to other core nodes by two links
for redundancy. Links between central POPs in different cities
are about 600 km long. To offer connectivity to the Internet,
a peering router is connected to four core routers by means of
100-Gb/s links.

At the second level, so-called “backbone nodes” [Fig. 4(b)]
are connected to the core by 20-Gb/s links. Each backbone node
is connected to two central POPs. Backbone nodes are located
in “chief POPs” spread in large cities. The link length between
the backbone and the core routers ranges between 50–500 km.

4As an example, the Most Flow heuristic starts powering off first the most
loaded devices, i.e., the network bottlenecks. Thus, traffic is rerouted through
longer and typically uncongested paths, impairing the possibility of turning off
other devices.

Fig. 3. ISP topology representation.

Fig. 4. Link description: (a) core, (b) backbone, (c) metro, and (d) access
layers.

At the third level, “metro nodes” [Fig. 4(c)] are present. Each
metro node is connected to two backbone nodes by 10-Gb/s ca-
pacity links. Metro and backbone nodes are located in the same
chief POP, and links between them are then short.5

At the last level, there are the “access nodes” [Fig. 4(d)] that
offer connectivity to the DSLAMs to which end-users are con-
nected. Access nodes aggregate traffic from DSLAMs in the
same neighborhood or small town. Each access node is dual-
homed to the closest pair of metro nodes using 10-Gb/s capacity
links. The length of links between access and metro ranges from
1 to 50 km.

The whole network is composed by routers: 8 core
nodes, 52 backbone nodes, 52 metro nodes, and 260 access
nodes. Links have a cardinality equal to .

2) Link Capacities: Given the coarse set of actual physical
channel capacities, a link is typically formed by aggregating

5Notice that chief POPs are composed also by other elements, e.g., the Net-
work Access Servers (NASs) for user authentication. These devices are not con-
sidered in this paper.
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several channels to form a “trunk.” In particular, channel ca-
pacity is dictated according to the granularity of optical trans-
mission systems, so that 1-, 2.5-s, 10-, and 40-Gb/s optical chan-
nels are available. is the capacity of a single channel, and

is the number of base-rate channels needed to actually
form a trunk of capacity . Granularities define link routing
weights as well, so the routing cost is inversely proportional to
the link capacity. This is a commonly adopted policy to force the
traffic to be routed through the metro and the core nodes rather
than through access nodes (which are connected by means of
lower capacity links).

3) Traffic Matrix: The access and the Internet Peering nodes
are the only possible sources and destinations of traffic. Ac-
cording to real traffic estimates of the considered ISP, about 70%
of the total traffic is exchanged between the Internet at large and
the ISP users, while the remaining part is exchanged uniformly
among the access nodes, i.e., 30% of traffic is confined within
the same ISP, while 70% of traffic is coming from and going to
other ISPs. Let node 0 be the peering node. Then

For simplicity, for , we assume that are i.i.d.
random variables uniformly distributed between units
of traffic. and are uniformly distributed between

. Unless otherwise specified, we consider that each
link utilization cannot grow above 50% of the link capacity,
i.e., .6

The algorithm used to generate one traffic matrix operates
as follows. Starting from an initial random traffic matrix ,
traffic is routed through the network according to a minimum-
cost path routing.7 We then look for the mostly loaded link

from which a scaling factor

is derived. Finally

This means that the randomly generated traffic matrix is scaled
in a way that constraint (4) holds true for all links, and that there
is at least one link whose offered load is equal to the maximum
one.

6A discussion of possible values for � is provided in Section V-B-2.
7In case of a tie, a random path is selected among the minimum-cost paths

both to exploit network redundancy and to balance the traffic among equal-cost
paths.

Fig. 5. Link load on the ISP topology for a given traffic matrix: (a) core, (b)
backbone, (c) metro, and (d) access links.

We define the total traffic flowing on the network versus the
total available capacity, i.e., the average network load as

(18)

where is the length of the minimum-cost path from to .
It is immediate to see that is also equal to

(19)

The network load is an important parameter that impacts the ef-
ficiency of any green network design algorithm. Indeed, the in-
tuition suggests that the lower is the network load, the higher is
the ability to reroute traffic and to turn off network elements. The
network load for the real topology scenario is about ,
which suggests that large savings are possible. To better under-
stand the resulting link load distribution, Fig. 5 reports
when all links of the topology are present. Links are sorted by
decreasing load, and grouped according to the type of node to
which they are connected.8 Link loads show a large variability,
and several links are lightly loaded, resulting in a low network
traffic load (see also the bottom plot in Fig. 13). This is typical
in real topologies due to a general tendency to overprovisioning
and to the deployment of protection resources. Access links are
particularly lightly loaded, i.e., less than 0.1, while metro, back-
bone, and core links are more utilized on average. The bottle-
neck of the network is one of the peering links (for which by
construction we have a link utilization equal to 50%). Still, some
of the backbone and core links are lightly loaded since those are
mainly protection links.

8The following hierarchy is adopted: Access links connect access nodes to
metro nodes, metro links connect metro nodes to backbone nodes, backbone
links connect backbone nodes to backbone nodes and core nodes, core links
connect core nodes to core nodes and Internet nodes.



CHIARAVIGLIO et al.: MINIMIZING ISP NETWORK ENERGY COST 469

TABLE I
REAL TOPOLOGY: POWER CONSUMPTION

4) Power Requirements: To model the energy consumption
of routers and links, we consider the power requirements of ac-
tual devices.9 Table I reports the power consumption considered
for the different classes of nodes and the corresponding fraction
of power over the total network power consumption. Notice that
we ignore air conditioning costs, which can almost double the
total power consumption.

The power consumption of links is modeled by a static contri-
bution due to the (optical) transceivers and by an additional term
that takes into account possible (optical) regenerators along the
optical channels, which we assume to be required every 70 km.
The power consumption of the link from to is given by

(20)

where is the number of regenerators needed
to regenerate the signal given the link length ; is the
power consumption of a single amplifier, is the power con-
sumption of a single line card.

We assume that is equal to 1 kW, and that is equal
to 100 W, based on ISP estimations. The link length is assigned
as previously described and summarized in Fig. 4.

The total power consumed by the whole network amounts to
MW.

B. Synthetic Topologies

To thoroughly assess the algorithm performance, we consider
synthetic topologies inspired by the previously described real
ISP network structure.

1) Topology Definition: We consider an ISP network, com-
posed by nodes and optical links. All links are bidirectional, so
that if link exists, then link exists as well. Three levels
of nodes are considered, so backbone and core nodes in the
previously described ISP topology form a single class (which
we simply refer to as “core nodes”). Core nodes are located
in large cities, and they are highly interconnected by means of
long-distance, high-capacity links. Metro nodes are instead used
to interconnect access nodes to the core nodes. Links between
metro and core nodes have middle-range capacity, i.e., smaller
capacity than the links interconnecting core nodes. Each metro
node is connected to some of the closest core nodes and to other
metro nodes. One or more metro nodes can be present in cities,
and they collect traffic from access nodes spread within the city
boundaries.

Access nodes, to which users are connected by means of a
DSLAM or an optical line termination (OLT), are dual-homed,
i.e., each access node is connected to the closest pair of metro
nodes to guarantee the presence of an alternate path in case

9Power figures are averaged from measurements performed by the ISP.

Fig. 6. Example of random topology.

of failure. Lower-capacity links connect access nodes to metro
nodes.

Nodes are assumed to be placed on a plane. Core nodes are
randomly connected to other core nodes with probability

. Each metro node is then connected to the two closest core
nodes and to the two closest metro nodes. Finally, access nodes
are connected to the two closest metro nodes. An example of
resulting topology is presented in Fig. 6. Access, metro, and
core nodes are represented by squares, triangles, and circles,
respectively.

Let , and be the number of core, metro, and ac-
cess nodes, respectively. In the following, we identify a class of
topologies by the triple .

2) Traffic Matrix and Link Capacity Assignment: Only ac-
cess nodes are traffic sources and sinks. For the sake of sim-
plicity, we consider a uniform traffic pattern, so that

Gb/s of traffic if and are access nodes;
otherwise.

Links capacities are selected according to the following ap-
proach. As in the ISP case, three classes of links are defined:
high-, middle-range-, and low-capacity links, corresponding to
link interconnecting core nodes, metro nodes to core nodes and
other metro nodes, and access nodes to metro nodes. Each link
class has a given capacity granularity of 10, 2.5, and 1 Gb/s,
respectively.

While in the real ISP case the traffic matrix was scaled to
match the actual link capacities in the network, in this second
scenario, in which both link capacities and traffic matrix are
synthetic, we preferred to define a traffic matrix, and then com-
pute link capacities to match the traffic demand. This permits to
better control the load on network links, avoiding to randomly
assign link capacities that can result in biased cases, e.g., ac-
cess nodes connected to metro nodes by high-capacity links, but
metro nodes connected to core nodes by lower-capacity links.
Obviously, the load for the two network scenarios is differently
distributed, with a larger average load for synthetic topologies,
and this must be taken into proper account when results are
analyzed.

The following procedure is used to assign link capacities.
Given the traffic matrix and the minimum-cost shortest-path



470 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 20, NO. 2, APRIL 2012

Fig. 7. Example of link load on a 10/20/80 random topology: (a) core,
(b) metro, and (c) access links.

TABLE II
SYNTHETIC TOPOLOGY: LINK DISTANCES

routing, the total flows on network links are computed first.
Then, a capacity is assigned to each link such that is forced
to be smaller than the overprovisioning factor , i.e.,

(21)

is selected according to link class.
Factor was taken equal to 1 for synthetic topologies. See

Section V-B-2 for a discussion on the values of in the ISP
network. This choice of helps increasing the average network
load.

Fig. 7 shows the link load for a 10/20/80 random topology.
Note again the large variability in link loads. Differently from
the real ISP network, in this scenario core links are lightly uti-
lized, while access links are more loaded. This is due to the
larger connectivity among metro nodes and to the absence of
Internet peering in the core (access nodes are the only possible
sources and destinations for traffic in the uniform traffic matrix
assumed in this scenario). Moreover, the large granularity of the
core link capacity often leads to large overprovisioning.

3) Power Consumption: Power consumption for nodes is
supposed to be 10, 1, and 2 kW for core, metro, and access
nodes, respectively, in accordance with Table I.

The power consumption of links is modeled as in (20), where
is assigned according to the type of node and , using a

uniform probability between and , as reported in
Table II. For example, core and metro (C-M) nodes are con-
nected by links whose length varies from 50 to 500 km.

V. PERFORMANCE COMPARISON

We start by comparing the proposed algorithms using syn-
thetic topologies, while leaving the real topology as a final and

realistic benchmarking case. Cplex version 10.1 was used to
solve the ILP formulations with a branch-and-bound algorithm,
while a custom simulator was written in C to implement the
heuristics. A high-end server running Linux and equipped with
two AMD Athlon 64 Dual-Core processors 4200+ and 4 GB of
RAM was used to obtain all results.

A. Synthetic Topologies

We start by assessing the amount of power saving that the dif-
ferent algorithms obtain for a given topology and traffic matrix.
We also compare the computation cost of each approach to see
the limits of the different ILP formulations.

We generate several topologies, considering
, and . Given a topology

and a traffic matrix, both the optimal formulations and the
heuristics are run to evaluate the percentage of power savings
that can be obtained, computed as

(22)

For sake of simplicity, we report only the most significant
results, obtained by the original (OPT-V1) and the final re-
duced form (OPT-V3) formulations, as well the LF-LF and the
MP-MP heuristics.

The top plot of Fig. 8 reports the total power savings. Lines
are used to highlight results obtained from topologies where
and are constant while varies. Four pairs are
considered. Power savings in the considered scenarios are sig-
nificant since the network is lightly loaded. For example, for the
10/20/80 network, Fig. 7 shows that the little traffic flowing on
most metro and core links could be rerouted on other links, al-
lowing to turn off a large portion of links and nodes. When the
number of access nodes increases, the power saving reduces.
This is due to the larger number of sources, which increase the
network load (for the load dependency on ; see the comments
to the bottom plot of Fig. 10). This in turn raises the utilization
of core and metro links. Therefore, it is harder to turn off a link
or a node.

Considering the different algorithms, the OPT-V3 formula-
tion saves practically the same amount of energy as OPT-V1,
even if in some cases the number of access and metro links
that are turned off is smaller. This is due to the final step of
the OPT-V3 algorithm during which the aggregated links have
to be mapped back to each original link. Fortunately, those are
short-reach links, so their power consumption is almost negli-
gible. Both LF-LF and MP-MP heuristics show very good per-
formance for and . For larger values, the
LF-LF heuristic performs consistently better, with a maximum
difference in power saving of 18% from the optimal solution
considering the 20/40/40 scenario.

The bottom plot of Fig. 8 shows the computation times
required to obtain the solution (note the logarithmic vertical
scale). As expected, for the original ILP formulation, the com-
putation time rapidly increases, becoming infeasible for large
topologies. The reduced ILP form shows instead computation
times below 1000 s for most topologies, thanks to the reduction
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Fig. 8. (top) Power saving and (bottom) computation times considering dif-
ferent synthetic topologies.

Fig. 9. Power saving considering different algorithms. 10/20/60 synthetic
topologies are considered.

operated on the number of variables and constraints, which
is bounded by . Notice that both OPT-V1 and OPT-V3
require the same amount of time when aggregation is not
performed, i.e., when . The number of variables
can be critical also in this case: For example, considering the
20/40/40 topology, the computation time is larger than 10 s for
both OPT-V1 and OPT-V3. On the contrary, all the heuristics
require less than 5 s to obtain the results in all cases.

Fig. 9 details the percentage of power saving obtained from
topologies with 10/20/60 nodes. Bars report mean values, while
the error bars show the minimum and maximum power saving
computed over 10 independent runs. The maximum error of
power saving is below 15% with 95% confidence for all the
algorithms. In this case, we report results considering all the
heuristics. OPT-V3 is able to guarantee the largest amount of

Fig. 10. (top) Power saving and (bottom) network load considering different
numbers of access nodes.

power saving (as expected), while the other heuristics perform
consistently worse, with a difference in power saving of nearly
20%. All heuristics are able to save about the same amount
of power, except the MP-MP algorithm, which apparently con-
sumes 5% of additional power on average (5% is within the con-
fidence interval). Notice also that the MP-MP heuristic presents
the largest spread between minimum and maximum saving. This
is due to the greedy nature of the MP choice, which tries to first
turn off the most power hungry nodes and links, possibly leading
to a larger number of powered on elements.

To better evaluate the performance of the heuristics and the
optimal algorithm, we generate networks with constant and

but different values of . In particular, we impose
, , and .
The top plot of Fig. 10 reports the power saving. As expected,

OPT-V3 takes the lead, guaranteeing a power saving between
78% and 25%. Heuristics perform quite worse, with a maximum
difference in power saving of 21% for considering
the LF-LF algorithm. Notice also that for large values of ,
both the LF-LF and MP-MP heuristics save similar amounts
of power. As expected, the power saving is decreasing as
increases, i.e., for increased network load.

To highlight the impact of network load on the power saving,
the bottom plot of Fig. 10 reports for the different scenarios.
Consider first the original (labeled “Standard”) network. The
network load increases as increases due to the larger number
of access nodes that collect traffic from users: is approximately
directly proportional to . Considering the green network so-
lutions, turning off nodes and links increases the network load,
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Fig. 11. Computation times considering different numbers of access nodes.

as expected. Consequently, power savings (and correspondingly
the load increase) are larger for smaller since the amount of
spare capacity is larger. Interestingly, the OPT-V3 network load
is smaller than the heuristic one. Both LF-LF and MP-MP in-
deed greedily turn off backbone nodes and links (which are the
lightest loaded/most power consuming resources). This causes
an increase of the path length and of network load.

Finally, Fig. 11 reports the computation times for the same
scenarios. OPT-V3 algorithm manages to obtain a solution in
less than 500 s, thanks to the aggregate formulation in which
impacts only the final phase. Both LF-LF and MP-MP heuristics
take consistently less time to generate a solution, but in this case
the trend is increasing due to the increasing costs in computing
the shortest-path algorithm each time a node or link is tested.

B. Real Case Study

We are now interested in evaluating the possible power saving
that can be obtained in a realistic case. We consider the real ISP
topology and traffic matrix in a scenario in which traffic varies
according to a day–night pattern. Real traffic measurements col-
lected from the ISP network are used as input data.

1) Impact of Daily Traffic Variation: We assume that the
same time variation affects each traffic demand, so it can be ex-
pressed as

(23)

with being the shaping function at time , and the traffic
exchanged between and during peak hours. The capacity of
links was assigned considering the peak-hour traffic demand.
According to measurements, the shaping function (reported in
Fig. 12) has a maximum equal to 1 during early afternoon and a
minimum equal to 0.38 at night, i.e., off-peak traffic is 38% of
the peak-hour demand.

The top plot of Fig. 13 reports the percentage of power saving
using OPT-V3, MP-MP, and LF-LF. The precision of the op-
timal solution has been relaxed to 2% to guarantee reasonable
computation times. The curve labeled “Maximal” refers to the
power saving when the topology is pruned to a Steiner tree, eval-
uated as described in Section II-E. Interestingly, is
practically constant during the night since the traffic is so little
that only the connectivity constraint is effective: At night, the

Fig. 12. Actual profile of traffic as seen on the ISP network. The same profile
is assumed to affect all traffic demands.

Fig. 13. (top) Power saving and (bottom) network load considering the real
traffic profile.

topology can become a Steiner tree, i.e., the achieved power
saving is the absolute maximum. Saving of 36% of power is pos-
sible using the OPT-V3 algorithm. MP-MP performs well, with
a maximum difference in power saving of 1% during the night,
while LF-LF performs consistently worse, reaching a maximum
saving of only 23%.

During the day, the power saving decreases as the traffic in-
creases since more capacity is required to guarantee the QoS
constraint. In this case, the maximum gap between OPT-V3 and
the MP-MP is equal to 8%, though it is limited to the peak hours.
Also in this case, the LF-LF heuristic saves less power than
the other algorithms, but a minimum 8% of power saving is al-
ways possible. The better performance of the MP-MP heuristic
compared to the LF-LF is due to the particular topology the
ISP is using, in which the amount of overprovisioning in the
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Fig. 14. Computation time considering the real traffic profile.

access and metro part of the network is very large.10 The LF
heuristic tries to first turn off all access/metro nodes and links,
while moving traffic to the more power-hungry backbone nodes,
leading to little power savings. On the contrary, the MP ordering
criteria preferentially tries to power down core/backbone nodes
and links, achieving a higher total saving.

The bottom plot of Fig. 13 shows the average network uti-
lization . As expected, more power saving is possible when
the network is lightly loaded, and the green network utiliza-
tion is consistently higher than for the standard network since
the spare capacity is reduced. Due to unbalanced traffic, and to
link capacity granularities, however, during the night the net-
work utilization is still low (compare also with the load values
in Fig. 10). This makes it worth investigating possible solutions
in which link capacities can be reduced during off-peak time.

Considering the computation times, Fig. 14 shows that the
OPT-V3 algorithm requires several hours to find the solution
during the day. Indeed, finding good solutions is harder when
the amount of overprovisioned resources is small, as confirmed
also by the heuristics. Notice that without relaxing the preci-
sion to 2%, the computation times of OPT-V3 would increase
to more than 10 h. During off-peak time, the set of constraints
is easily met, and the optimal solution can be obtained in less
than 20 s. Considering the heuristics, they both require less than
100 s, with higher times during peak hours: This is due to fact
that the cost of running the shortest-path algorithm increases as
the traffic increases since fewer devices are powered off.

To give more insight, Fig. 15 reports the breakdown of energy
savings detailing core nodes, backbone nodes, metro nodes, and
links. Values have been averaged over three different traffic ma-
trices using the MP-MP heuristics, which proved to be the most
effective one. The largest amount of savings is due to the pow-
ering off of links, with higher savings during off-peak hours.
Indeed, since path redundancy is obtained by connecting each
access and metro node using at least two links (dual-homing
policy), it is likely that the capacity offered by just one link is
sufficient to carry all traffic during off-peak hours. Also consid-
ering nodes, it is possible to turn off both core, backbone, and
metro nodes during night, when the additional resources that are
required to provide fault recovery do not carry traffic and can
be powered off to save energy. During peak hours, the energy
saving is lower, and only backbone nodes can be turned off.

10This overprovisioning is a typical ISP policy. This is due to the low cost
of high-bandwidth technologies in the metro area and allows to accommodate
unexpected future increases in the number of customers.

Fig. 15. Power saving breakdown considering the real traffic profile.

Fig. 16. Energy efficiency considering the real traffic profile.

TABLE III
ENERGY SAVINGS WITH THE REAL TRAFFIC PROFILE

Fig. 16 reports the comparison of the energy per bit, i.e., the
energy spent to transport a bit of information from the source to
the destination. Both energy-efficient networks and a standard
network are considered. The energy per bit is computed as11

(24)

The plot shows that a green network design allows to reduce
the cost of transporting information during the whole day,
with higher gains during low traffic periods, i.e., when the
amount of spare resources allows to turn off a large number of
devices. Also in this case, the best savings are obtained using
the OPT-V3 algorithm and the MP-MP heuristic, whose lines in
the figure are almost overlapping. Interestingly, during off-peak
hours, the energy per bit is higher than during peak hours.

To compute the total saving per year, Table III shows the
yearly energy saving obtained using the optimal formulation
OPT-V3 and the MP-MP heuristic with the consumption fig-
ures of Table I. Note that the daily energy consumption
has been computed from by

(25)

11Notice that � W � � J/s, so that the measurement unit of energy per bit is
J/b.
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Fig. 17. Power saving versus �.

Notice that since h, the measurement unit for power is
kWh. By assuming that the traffic profile is repeated over the
days, we can compute the total energy consumption in one year
as , and then we can compute the energy
savings as

(26)

where and are the yearly energy consumed
by a standard network and a green network, respectively.

We can see that with a green approach it is possible to save
more than 3.7 GWh in a year, corresponding to a percentage
saving of more than 29% and a monetary saving of more than
340 000 Euros per year considering current electricity prices
of 0.092 Euro/kWh. Moreover, using the MP-MP heuristic, the
savings are only 2.4% away from the optimal solution.

2) Impact of the Overprovisioning Factor: In the last set of
experiments, we performed a study on the impact of the QoS
parameter to observe its impact on the effectiveness of the
green approach. We assumed a network design that considers
the QoS constraint of during peak-hour demand. What
happens if now we relax the constraint and raise the maximum
load factor to values larger than 0.5?12

The rationale of changing is to analyze the impact of our
approach as a function of the maximum utilization that is en-
forced to guarantee the QoS. We therefore consider peak-hour
traffic and evaluate the energy saving that can be achieved by
the network for different values of . For the sake of simplicity,
we report only the average results in the rest of this section.

Fig. 17 shows the results of increasing the maximum load
on the links to . All algorithms show improve-
ments for up to 0.65. The intuition is that by allowing more
traffic on links, it is possible to actually turn off more nodes and
links achieving higher savings. For no improvement
is observed since the connectivity constraint limits the number
of nodes and links that can be powered off. In particular, the
OPT-V3 algorithm is able to save an additional 8% of power by
increasing the tolerated offered load from to .
Considering the heuristics, MP-MP is close to the optimal solu-
tion for , while LF-LF performs consistently worse.

12Notice that during the computation of the traffic matrix, we set � � ���

also in this case.

VI. IMPLEMENTATION DISCUSSION

While the results in this work show that there is a great op-
portunity to save energy consumption in a real network, today’s
technology does not fully support the selective shutdown of
links and nodes. First, support to equipment shutdown must be
explicitly introduced considering the network control plane and
protocols. Indeed, while protocols like OSPF, IS-IS, and BGP
are capable of finding alternate routes in case of failure, they are
not designed to support controlled and simultaneous “failures”
of nodes and links. Notice, however, that contrary to failures
that are unpredictable, the decision to power off a device can
be advertised in advance, so a smooth transient can be adopted.
Note that traffic engineering approaches can be integrated. Fur-
thermore, new primitives to existing routing protocols may be
introduced, including the notification of topology changes when
multiple devices are powered off and the signaling of the power
state. These issues are, however, outside the scope of this paper.

In our work, we assume that the energy-aware algorithms are
performed by a centralized controller that selects the subset of
resources that must be powered on to meet the current traffic
demand. In this context, a tradeoff among responsiveness to
traffic variation and time to perform the algorithms emerges. We
foresee a deployment scenario in which the network configura-
tion changes slowly, e.g., every 30 min. This is compatible with
the slow and daily variation of traffic in current backbone net-
works. Guard thresholds can be easily integrated to take into ac-
count possible sudden increase of traffic (e.g., triggering a quick
power-on of devices). This alleviates the constraint due to the
algorithm complexity since a new solution must be computed
within minutes. Note that having few reconfigurations per day
mitigates the eventual extra energy cost and additional latencies
that devices may introduce when changing power state (e.g., en-
ergy spent to save/recover router state on/from disk, latencies in
settling the long-haul amplifiers, etc.).

Finally, a proper discussion on what an operator needs to
sacrifice to achieve good energy savings is in place. Clearly,
changing network configuration impacts recovery mechanisms
and flexibility in traffic engineering. Notice that it could be pos-
sible to include more constraints, e.g., explicitly taking into ac-
count both the presence of k-alternative paths and of more com-
plex routing schemes. This will increase the complexity of the
formulation, questioning the finding of optimal solutions. Still,
heuristic complexity would be similar since the only change
would be a slightly more complex constraint to check. Second,
considering reliability constraints, we envisage the adoption of
technologies that allow to quickly power on devices. Their adop-
tion is in line with our proposal.

VII. RELATED WORK

The study of power-saving network devices has been intro-
duced in recent years, starting from the pioneering work of [9].
In [17], the authors describe a power benchmarking scheme for
network devices and propose an energy index to compare dif-
ferent network devices such as routers, switches, and access
points (APs). In [18], the ideas of adaptive link rate (ALR) and
protocol proxying are proposed. Both these techniques require
to change protocols, and both consider pairs of devices, e.g.,
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routers, sharing the same link or a pair of high/low performance
servers.

More recently, some effort was devoted to investigate how
to reduce the power consumption of the entire network infra-
structure, and not of single or few components only. In [10],
measurements of power consumption of networking devices are
first presented, then the authors consider a network topology and
evaluate the total network consumption given the power foot-
print of each element. They consider two scenarios: In the first
one, all devices are turned on, while in the second one, only the
minimum number of elements to guarantee the service are actu-
ally powered on. The reduction of the corresponding power con-
sumption is finally evaluated on simple network topologies. Dif-
ferently from our work, the authors use a standard formulation
of the CMCF problem, showing that the complexity grows very
fast as the number of devices increases, making the problem
very expensive to be solved even for small networks. In [11]
and [12], we have proposed a preliminary study of the possible
savings obtained with the heuristics considered in this paper,
in which we further compared the heuristics to the optimal for-
mulations, considering also the impact of computation times. In
[13], the authors propose a simple heuristic to shut down links
when bundles of multiple physical cables are present. This so-
lution can be potentially integrated with our approach to further
increase the energy savings for networks with bundled links. In
[19], the authors solve an energy-aware routing problem con-
sidering different technology assumptions. Differently from our
work, the authors consider less complex topologies composed
by core nodes only, which are all sources and sinks of traffic so
that only links can be powered off.

The potential of energy-aware routing algorithms in back-
bone networks is presented in [20]. In particular, the authors pro-
pose a modification of the OSPF protocol to switch off links in
an IP network, showing that more than 60% of links can be po-
tentially turned off in a realistic network. This work encourages
us to investigate a possible distributed solution for our approach.

The evaluation of power-aware management schemes for net-
works is argued in [21]. In particular, the authors evaluate the en-
ergy savings from sleeping, i.e., during absence of packets, and
the possible savings from rate adaption. This is a complemen-
tary approach with respect to our work. These power adaptation
schemes can help to further reduce the power under light load
conditions, such as the very lightly loaded links during night-
time (see Fig. 13).

In [22], the authors exploit the idea of exchanging energy
profiles among devices to reduce the overall power consump-
tion during routing and traffic-engineering operations. Differ-
ently from our work, the authors do not take into account the
traffic variation, and the topology considered is composed by
only one level of nodes. Moreover, in our work the impact of
QoS constraints is investigated.

The capacitated network design (CMCF) problem is well
known in the literature (see [23] for an overview). In the past
years, the primary goal of the CMCF problem was to maximize
the utilization of network devices or the quality of service
perceived by the users. In this paper, we propose the novel idea
of maximizing the power savings, imposing the QoS in the
formulation as a constraint.

Considering the single devices, energy-aware solutions in-
volving switches and software routers have been proposed in
[24] and [25], respectively.

In [26], authors have proposed efficient solutions to reduce
the energy consumption of switches and links in data-center
networks. Differently from our solution, the authors consider
more regular topologies. However, the obtained power savings
are comparable with our results.

Finally, energy-aware data centers taking into account even
the variations of the hourly electricity prices have been studied
(see, e.g., [27]). This optimization could be fruitfully adopted
by a telecommunication operator to further improve the power
savings.

VIII. CONCLUSION AND FUTURE WORK

In this paper, we faced the problem of reducing the power
consumption of backbone networks. Our aim was to find the
minimal set of routers and links to satisfy a given traffic de-
mand under connectivity and quality-of-service constraints. We
have first formulated the problem using an ILP formulation,
showing that the problem falls in the class of multicommodity
flow problems and therefore it is NP-complete. Computationally
efficient formulations have been introduced, adding additional
constraints and reduced notations. Simple heuristics have been
proposed to reduce the computation time in case large networks
are considered.

Both optimal formulations and heuristics have been exten-
sively compared on synthetic and real topologies, taking into
account real traffic figures and considering the daily variation
of traffic. Results show that the possible energy savings can be
large, especially during off-peak times, when traffic is low.

These encouraging results are supporting the effort spent by
the research community. In particular, they call for the avail-
ability of both devices that support different power states and
the design of distributed algorithms to allow the real implemen-
tation of an energy-aware control plane.
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