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Current Tech Scenario

negﬁagmd?&is Al and Machine Learning Emerging systems & use cases
& apps are constrained by cloud-only
to be distributed things, computing, and networking models
Container Many new operating
requirements cannot be
applications more efficiently ‘ e 3% . adequately met by cloud alone
NFV %O Many resource-constrained
elements. % devices require local off-board
nefwork elements % support -
R
o - ~ - e o 2 =0 A
e =i e S % ' More cyber-physical systems
% need open. standards-based.
0OSs away from HW { | B real-time local control ) .

SDN | | = . |
control and data planes. BTy WS Morggpphcahons need.tlme-
control functions. - ' st critical local processing

Cloud

More data created at the edge

computing and data storage

T. Zhang, T. Quek, J.Huang, Ai-Chun Pang, Y. Yang, "Fog Computing and Networking:A New Paradigm for 5G and IoT Applicationns, IEEE ICC 2017




Cloud Computing - Centralized Model
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Horizontal

« Support multiple network
types and industry verticals

Fog

Horizontal system-level
architecture that
distributes computing,
storage, control, and
networking functions
closer to users along
the cloud-to-thing
continuum

SIOICIOIC

(not silo-ed systems for
different networks, industries,

or application domains)

Works Over and Inside

Wired or Wireless
Networks

(no need for silo-ed platforms
just for moving computing

inside any specific network
such as 5G)

E2E Architecture

» Distribute, use, manage, and
secure resources & services

 Enable horizontal and vertical

interoperability, orcherstration,
and automation

(not just placing servers, apps,
or small clouds at edges)

Cloud-to-Thing Continuum

« Enable computing anywhere
along the continuum
(not just at any specific edge)

* Orchestrate resources in

clouds, fogs, and things
(not just isolated edge devices,

systems, or apps)

T. Zhang, T. Quek, J.Huang, Ai-Chun Pang, Y. Yang, "Fog Computing and Networking:A New Paradigm for 5G and loT Applicationns, IEEE ICC 2017



Distributed Computing Function

Fog Computing and

TCP/IP WWW .
/ OpenFog Consortium
A horizontal framework A horizontal framework A horizontal framework
for for for
distributing data packets accessing files anywhere distributing computing functions

and

using, managing, & securing
distributed resources and services

Should we have a separate fog-like
Wouldn't is be better if we also had a system for 5G? another for wired
HTTP-for-2.5G? for 3G? for 4G? for telecom? another for enterprises?
wired telecom? ... another for smart city? another for
manufacturing? ...

Wouldn't it be better if we also had a

TCP-for-2.5G? for 3G?, for 4G, ...

NO NO

NO

T. Zhang, T. Quek, J.Huang, Ai-Chun Pang, Y. Yang, "Fog Computing and Networking:A New Paradigm for 5G and loT Applicationns, IEEE ICC 2017
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Stringent
Latency Requirements
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Vast Amount of
Data Generated by the Things

See
pr

Constrained
Network Bandwidth

T

Vast # and Variety of
Devices Systems, and
Applications

Intermittent
Network Connectivity

New
Operational Environments:

Distributed, Remote,
Vulnerable, Un-Managed, ...

OO ®O®®®OEOD

IoT Endpoints Often Need
Local Off-Board Support

Needs to Move
Computing Inside Their
Networks (e.g., 5G)

IoT Customers Want to
Facilitate IT/OT
Convergence

Customers Need More
Flexibility/Control in
Where Their Data and
Computing Should Be

Customers Don’t Want
Silo-ed Systems / Apps

T.Zhang, T. Quek, J.Huang, Ai-Chun Pang, Y. Yang, "Fog Computing and Networking:A New Paradigm for 5G and loT Applicationns, IEEE ICC 2017




O For different networks: 5G, wired telecom, enterprises
O For different industry verticals: manufacturing, smart cities, ...
U For different applications inside same industry verticals

SYSte ms d For different types of edge devices: mobile edge, enterprise edge,

users’ edges, and more

U Poor integration with the cloud
O Difficult to interoperate or collaborate with each other

Systems and Applications

U Edge Computing vs. Mobile Edge Computing vs. Multi-access
Edge Computing vs. Mobile Edge Cloud vs. Cloud RAN vs.

MiniCloud vs. Cloudlet vs. CORD wvs. ...

Market and Customers O . sl wheredes the Gloud firta all these?

T.Zhang, T. Quek, J.Huang, Ai-Chun Pang, Y. Yang, "Fog Computing and Networking:A New Paradigm for 5G and loT Applicationns, IEEE ICC 2017



Fog Computing

More computing power
More data storage

' Cloud Data Center
* Massive parallel data
processing
* BIG DATA management
* BIG DATA mining
* Machine learning

More interactive
More responsive_«

)
NE/

Sensors \Qe/

Perform data pre-

Home gateway

processing and
compression Fog sites : 2
* Real-time data processing
S5 * Data caching
Mobile device e  Computation offloading

Serve as human- g
computer interfaces



Characteristics of Fog Computing

v" Proximity

v" Location awareness

v Geo-distribution

v" Hierarchical organization
v’ Pre-processing

v Mobility support

v Multimedia support

v Low latency (support realtime and
interactive applications)

v" Scalability

v Heterogeneity (Devices and
applications)

v Interoperability and federation

IP Core Network

Fog 5 Fog
Servers H Fog QErvers
| | ]
Location 1 Location 2 Location 3
(e.g., parkland) (e.g., shopping  (e.g., fog servers
center) adapted from
cellular based
station)

Cloud 77 Far

Mobile || Near

Distance
to Users

Source: T. H. Luan, L. Gao, Z. Li, Y. Xiang, G. Wei, and L. Sun, “Fog Computing: Focusing on Mobile Users at the Edge,” arXiv:1502.01815 [cs], Feb. 2015.




Fog

CorEnnTJl;I{rels Seeking to connect more things and
puting provide more services/applications
anywhere along— '
the Cloud-to-

Thing
Continuum

T. Zhang, T. Quek, J.Huang, Ai-Chun Pang,

Internet of Things
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Y. Yang, "Fog Computing and Networking:A New Paradigm for 5G and loT Applicationns, IEEE ICC 2017



The OpenFog Consortium

Founding Members
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57 members and counting!

OpenFog member Companies. Retrieved from https://www.openfogconsortium.org/about-us/#member-companies



Advantages of Fog Computing OpenfFog
Security : Reducing the distance that information needs to traverse.

Cognition: Be better aware of and closely reflect customer requirements.

Agility: It is usually much faster and cheaper to experiment with client and edge
devices

Latency: support time-sensitive control functions

Efficiency: Distribute computing, storage, and control functions anywhere
between the cloud and the endpoint

Source: “OpenFog Reference Architecture: OpenFog Consortium”. Available: https://www.openfogconsortium.org/ra/ [Accessed: 24/05/2017].



Architecture Requirements

Unified computing platforms and
seamless services
along cloud-to-thing continuum

Distributed systems and services

Hierarchical architecture

Integration with Operational

Technology (OT) systems

Work over and inside
wireless and wireline networks

Highly elastic architecture

Security

L0000 O

(.

Distribute resources/apps to large # of fogs — remote, diverse capabilities, user requirements,
and operating environments

Orchestrate resources in clouds, fogs, and things to enable seamless E2E services

Support fog-based services: interfaces, protocols, procedures, management, ...

Scalable and trustworthy monitoring
Lifecycle management of resources/apps distributed over many fogs

High degree of automation for managing large # of remote fog systems, apps. and resources

Interactions and interfaces between different hierarchical levels. between fogs, between
fog and cloud

Fog nodes/systems may often be closely integrated into the operations of end-user systems:
machines. cars, trains. drones, actuators. controllers, sensors, ...

These fogs therefore “inherit” requirements from these OT systems

Moving computing into 5G Radio Access Networks (RANs), wired telecom central
offices, ...

Fog systems can vary widely in size, # of users, # of applications, and requirements on
performance, networks, processing capabilities, reliability, security, ...

Protect distributed fog systems - remote, vulnerable environments, run by non-IT experts, ...
Handle new threats, unique operational constraints, resource constraints, ...
Enable fog-based security services
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Fog computing - Node view

OpenkFog Node Security

OpenFog Node management (OOB)

Network Accelerators

= e Store
TSN, TCC, Comms, .. FPGA, GPGPU, . R ELE

Protocol Abstraction Layer (Legacy Protocol Bridge)

sensors, Actuators, & Control

Source: “OpenFog Reference Architecture: OpenFog Consortium”. Available: https://www.openfogconsortium.org/ra/ [Accessed: 24/05/2017].



Use Cases determine the number of Tiers

The number of tiers in a fog network
depends on: Cloud

« Amount and type of work required
by each tier

Intelligence
creation

Number of sensors

Capabilities of the nodes at each
tier

Latency between nodes and
Raw data & data

latency between sensors and processing < Ed
actuation Network Edge

ensors == @ @
Reliability/availability of nodes ictuatorg-tl -m- % @ ()

Source: “OpenFog Reference Architecture: OpenFog Consortium”. Available: https://www.openfogconsortium.org/ra/ [Accessed: 24/05/2017].



OpenFog Secure Communication Pathways

Mode-Cloud Comm.

------ Mode-Node Comm.

Cloud Data Centers / Servers ssssases: Node-Device Comm.

(Global)

Core Network / Routers
(Regional)

Access / Edge Nodes
(Neighborhoods)

Gateways /CPE
(Buildings / Streets)

Mobile / IoT Devices p . . .
(Frépens | POOSOGO

Source: “OpenFog Reference Architecture: OpenFog Consortium”. Available: https://www.openfogconsortium.org/ra/ [Accessed: 24/05/2017].



Hierarchical Fog Deployment Models

* Depending on the
scenario, multiple Fog
and Cloud elements may
collapse into a single
physical deployment.

e Each fog element may
also represent a mesh of
peer fog nodes

Enterprise Systems

Business Support

Operational Support

Monitoring & Control

Sensors & Actuators

Source: “OpenFog Reference Architecture: OpenFog Consortium”. Available: https://www.openfogconsortium.org/ra/ [Accessed: 24/05/2017].




Independent of the Cloud

Context:

Low event to action time window
Regulatory compliance,
Military grade security and privacy

Unavailability of a central cloud in a particular
geography.

Use cases:

Armed forces combat systems
Drone operations

Healthcare systems

Hospitals

ATM banking systems.

H N CEBGFY
4

Sensors, actuators, mobile devices,
phones, tablets, cars, CDN, etc

@

Source: “OpenFog Reference Architecture: OpenFog Consortium”. Available: https://www.openfogconsortium.org/ra/ [Accessed: 24/05/2017].



MultiFog + Cloud N

Context:

 The cloud is used for information processing related to Cloud
decision making that may have event-to-action time
window ranging from hours to days to months. - -

e Operation-centric information processing is done by fog

/ h
Fog b
deployments located close to the infrastructure/process
being managed. ’
"
Use cases: o o

- Commercial building management, 2 5 pw SO
. o 5 o LA
- Commercial solar panel monitoring, b sctustore. mobile devices
R t I F:ll'c:r':-!a: tablats, r":|r~-i,I!CZl}"‘-JJr:!h:: ’
- etail.
/’ N
k /’

Source: “OpenFog Reference Architecture: OpenFog Consortium”. Available: https://www.openfogconsortium.org/ra/ [Accessed: 24/05/2017].



Fog to Cloud
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Context:

The local fog infrastructure used for time-
sensitive computation, while the cloud is used
for the balance of operational and business-
related information processing.

Use cases:

Commercial UPS device monitoring,

Mobile network acceleration,

Content delivery networks (CDNs) for
Internet acceleration.

Source: “OpenFog Reference Architecture: OpenFog Consortium”. Available: https://www.openfogconsortium.org/ra/ [Accessed: 24/05/2017].



Only Cloud

/e * Context:

'\V/J * These use cases leverage the cloud for the
entire stack due to the constrained
environments in which the deployment of fog

Cloud infrastructure  may not be feasible or
economical.

og * Use cases:
- Agriculture
- Connected cars
' - Remote weather stations.

2 NE e @O . . .

o Lo 8 - The enterprise systems integrate with cloud for

business operations.

Source: “OpenFog Reference Architecture: OpenFog Consortium”. Available: https://www.openfogconsortium.org/ra/ [Accessed: 24/05/2017].



Fog Predecessors



Mobile Cloud Compu’rmg (MCC)

Data center owners or
cloud service providers

Cloud Computing

Servers

: Pojnt Central
@ W SR
|

Mobile | = -
Figure 1 devices | Application

S 4T 2
i U

Mobile users Network operators

Application service providers

Internet service
providers (ISPs)

Figure 2

Figure 1. Mobile Cloud Computing (MCC). Retrieved from https://www.researchgate.net/figure/310598856_figl_Figl-Mobile-Cloud-Computing-MCC-Architecture-18
Figure 2. Mobile Cloud Processing. Retrieved from http://www.techweez.com/2013/09/24/optimization-offloading-strategies-mobile-cloud-computing/



Cloudlet

iPad
| CPU 1GHz Apple A4
RAM 256MB

Android
CPU 430MHz TI OMAP 3430

Virtually

unlimited
resources

— = \Wireless link
----------- collaboration

——————— offloading

Cloudlet Cloud Data Center

Figure 3

Figure 3. Mobile devices accessing nearby connected cloudlet and large cloud data centers via Internet. Retrieved from https://www.researchgate.net/figure/285321513_figl Fig-1-Mobile-devices-accessing-
nearby-connected-cloudlet-and-large-cloud-data-centers.



Micro datacenter (mDC)

Port Card

CWDM SFP

Backbone
Switch

Backbone

Switch
» Storage

Array

Storage
Array

Replication
Software

"Replication
Software

TDM WAN §
Router

Dark Fiber
VCWDM

DWDM

DWDM Optical Transport ’
(FC, TDM and FC over SONET/SDH)

1 - 100+ KM
Data Center A » Data Center B

Figure 4

Figure 4. Datacenter infrastructure. Retrieved from
https://www.google.com.br/imgres?imgurl=http://community.brocade.com/legacyfs/online/11516_DesignTopology_Base.jpg&imgrefurl=http://community.brocade.com/t5/Design-Build/Data-Center-
Infrastructure-Storage-Design-Guide-SAN-Distance/ta-p/36627&h=622&w=922&tbnid=_gxqLAUuOzerOM&tbnh=184&tbnw=273&usg=__TPFaeS4TuRAOx_OIKe5PD97ZB5b8=&hl=pt&docid=UXBhieH1AQrRBM



Mobile edge computing (MEC)

ETSI Mobile-Edge Computing (MEC)

laaS
5G Pillar
Standardization Under Way

Apps & Restful APCloudlets
Services

Transport

Cloud (Data Centre/
Central) Office

' le o r"“ 50 e
ehNodeb Eth/IP l."_!hn;Arle:«L

\ / Backhaul
, *  Proximity

Congestion *  Ultra-low latency
High bandwidth
Real-time access to radio network information

Location awareness

Figure 5

Figure 5. MEC architecture. Retrieved from https://www.youtube.com/watch?annotation_id=annotation_3594496571&feature=iv&src_vid=02dDxQcuY-0&v=75VWiDM71WCc.




Characteristics for variants of edge
computing

Cloudlets Fog Computing Mobile Edge Micro-Data Centre
Computing
Rapid Response No Yes Yes Yes
Latency Low Low Low Low
Mobility Yes Yes Yes Yes

Local and Smart  Security industry and  Telecommunication and

. : i : R
City Enterprise network providers Software Providers Hardware

Enterprise User

Service Provider and

: rice Provide
Hosted enterprise Service Provider

Security Provider None Service Provider

Service Level Agreement None Essential Essential Essential

Academic research input High Moderate Moderate Low




Cloud computing - Architecture

Cloud Computing

BACK END

Virtual Software y %
Servers Desktop Platform Applications storage

Tl ATt

CONNECTION

-
Router Switch

#_
a4 "

h % - End User ° - o - ® - momm

Figure 6

Figure 6. Cloud Computing: A new Trend https://pt.slideshare.net/DebidattaSatapathy/cloud-computing-a-new-trend



Cloud computing - Types of cloud

o

PRIVATE

e o
Publically Shared
@ Virtualised Resources
PUBLIC 'y
Supports multiple o o

customers ° o s

b - o o
e Supports connectivity

9, over the internet

COMMUNITY

Suited for less t‘

confidential information

"~

vs Grivate Clo.ud
o

Privately Shared
Virtualised Resources

Cluster of dedicated (@)
customers fas)

Connectivity over 'Q‘
internet, fibre and private network &

A _,)-k'

Suited for secured
confidential information
& core systems

N

Figure 7

Figure 7. What is a Public Cloud? Discover Top Rated Public Cloud Computing Providers, Services, Security & Technologies. Retrieved from http://cloudnewsdaily.com/public-cloud/



Cloud computing - Public Clouds Vs. Private
Clouds

Public Cloud Adoption 2017 vs. 2016 Private Cloud Adoption 2017 vs. 2016
% of Respondents Running Applications % of Respondents Running Applications
s s VMare vSphere/ et | 10
57%
20%
Azure 19%
VMware vCloud Suite _ 109
Google Cloud Microsoft System Center '%1 6%
BM Bare-Metal Cloud _ ]ggfi _ _
. 14% m2017
Microsoft Azure Pack/Stack m
Oracle Cloud » m2016
. _ J
CloudStack ‘ 13%
DigitalOcean
Figure 8.1 Figure 8.2

Figure 8.1, 8.2. Cloud Computing Trends: 2017 State of the Cloud Survey. Retrieved from http://www.rightscale.com/blog/cloud-industry-insights/cloud-computing-trends-2017-state-cloud-survey



Cloud computing - Services offered

5 )X |€9

SaaS PaaS
Software-as-a-Services.  Platform-as-a-Services.
Consume Build On It

Email Application Development
CRM Decision Support
Collaborative Web
ERP Streaming
Figure 9.1

laaS

Infrastructure-as-a-Service.

Migrate To It
Caching
Legacy
File Networking
Technical Security
System Management

More Flexibility

Costs

perating

SaaS

|  Tenant || Tenant |

Tenant ||

| Application |
[ AppData | AppData | AppData |
| Middleware |
| Operating System |
| Hardware |

~

Paa$S

\

[ Tenant || Tenant || Tenant |

7

[ Application | Application || Application |
| AppData | AppData | AppData |
| Middleware |
| |
| |

Operating System
Hardware

~

laaS

o

[ Tenant || Temant | Tenant |

| Application || Application || Application |
| AppData | AppData | AppData |
|
|
|

Middleware || Middleware | Middleware |
Operating System |
Hardware I

Figure 9.2

Figure 9.1. Cloud computing. Retrieved from https://www.tcnp3.com/home/cloud-technology/what-is-cloud-computing-infographic/
Figure 9.2 types of Cloud computing. Retrieved from https://www.linkedin.com/pulse/cloud-computing-vs-big-data-synonyms-acronyms-girish-khole




Cloud computing

Flexibility I 28%
" — 43%
Reduced maintenance of HW/SW IS 34% o

Cost I 57 %

%
Scalability I 43%

29% 30% ]
Hybrid I 329
i Lack of IT resources 3%4%

— 14%
- = Private cloud Agility (speed to implement changes) Wl 7% 1

Speed of implementation I 10%
= Public cloud 17%

Security 10%

lastici %
2013 2016 Elasticity _11 01/05/

What type of cloud infrastructure do you use to support your Bl and data management initia- Performance I 10%
tive? TechTarget 2013 (n=278), BARC 2016 (n=163)

Agility = 5%
Figure 10.1 13% Figure 10.2

y . 5%
Faster innovation 113 §/%

= | ess than 250 = 250 to 2,500 More than 2,500

Most important reasons for implementing Bl and data management in the cloud by company
size (n=162)

Figure 10.1, 10.2. Business Intelligence And Analytics In The Cloud, 2017 Retrieved from https://www.forbes.com/sites/louiscolumbus/2017/02/26/business-intelligence-and-analytics-in-the-cloud-
2017/#2946e0c1a289



Fog Computing - Architecture

Enterprise systems




Cloud Computing Vs. Fog Computing

Cloud computing Fog computing

Cloud Server

ol

Communication e =y Cloud Server

et

Distance _~—~
-

” | B
"‘r —_—

s @) Retrieve the flyer gl

from the clou

Retrieve the flyer

'ﬁ:," Upload flyers from the fog
the cloud A g ——————

Fog Server in the
shopping center

Physical Distance =
Communication Distance

Physical Distance

(a) Retrieving the flyer from the cloud (b) Retrieving the flyer from the fog

Figure 11

Figure 11. Example: download the flyer of a nearby store. Retrieved from T. H. Luan, L. Gao, Z. Li, Y. Xiang, G. We, and L. Sun, “A View of Fog Computing from Networking Perspective,” arXiv:1602.01509 [cs], Feb.
2016.



Fog Computing Vs. Cloud Computing
| Fogcomputing | Cloud Computing

Size The size is flexible. The size is fixed.
Target user Mobile users General Internet users.
Service Type Limited localized information services related Global information collected from
to specific deployment locations worldwide
Hardware Limited storage, compute power and Ample and scalable storage space and
wireless interface compute power

Distance to In the physical proximity and communicate Faraway from users and communicate
users through single-hop wireless connection through IP networks

Working  Outdoor (streets, parklands, etc.) or indoor Warehouse-size building with air
environment (restaurants, shopping malls, etc.) conditioning systems

Deployment Centralized or distributed in reginal areas by Centralized and maintained by Amazon,
local business (local telecommunication Google, etc.
vendor, shopping mall retailer, etc.)

Source: T. H. Luan, L. Gao, Z. Li, Y. Xiang, G. Wei, and L. Sun, “Fog Computing: Focusing on Mobile Users at the Edge,” arXiv:1502.01815 [cs], Feb. 2015.



IoT and Fog computing

The Internet of Things (loT) Fog computing
Is a distributed architecture

Massive Storage Massive
Cloud Layer \ Compute Cloud
—é:)ud Computing Layer

Often refers to a set of services and applications

~ shake it!

tis150F 4

E turn off till 6:30 pm

i
v

More

More
Responswe FOL ™™

Interactive Fog

Hand Held

Figure 12 S
Devices

Mobiles

Figure 12. SloT, Retrieved from http://www.akuaroworld.com/iot-a-world-totally-hyper-connected/



Examples



Use case Airport - Visual security (surveillance): A Fog scenario
Q—

Let’s look at the passenger’s journey: ‘

Airport
Exit

Approach
Road

* Leaves from home and drives to the
airport

« Parks in the long-term parking garage

« Takes bags to airport security
checkpoint Cloud

« Bags are scanned and checked in

« Checks in through security and
proceeds to boarding gate

« Upon arrival, retrieves bags

* Proceeds to rental car agency;

 Leaves airport

G14 Gl  G18

@ = MNear edge Fog Node

Source: “OpenFog Reference Architecture: OpenFog Consortium”. Available: https://www.openfogconsortium.org/ra/ [Accessed: 24/05/2017].



Fog computing — Business Intelligence

Global Application and Services:
Cloud-Based Business Intelligence,
Global Operational Efficiencies, Market

Conditlons Affecting production, etc.

Secure Access To Network and Data:
Controlled Access to Data Granted to
Enterprise Application and to Partners/
Suppliers

Local Services and Applications:
Analyze QOperations, Request More
Data Based on Threshalds, and Adjust
Operations, Report & Dashboards

Metwork-Embedded Intelligence:
“process” Data is Reported to Local
Services or Captures by the Network
(e.g. Deep Packet Inspection - DPI)

© 0 0 |0 0

Data Generated from Process:
Status Logs, Temperature, Prassure,
Levels, Yield, Energy Consumption, etc.

(=]}

Global Applications & Services

Recommendation Through
Sacure Connection

[e.g. Business and Operabonal [nteligence)

Fartner Process or

Machine Analytics

L L T L — -
Access
Synch ar actl
= — on
S Report Local Applications &
3 ——— Services (FOGE)
Action
Embedded e e e e e e eeececccecceeed
Intelligence
Query or
Capture
Action
Query

Source: “OpenFog Reference Architecture: OpenFog Consortium”. Available: https://www.openfogconsortium.org/ra/ [Accessed: 24/05/2017].

Enterprise

Qperational Network/
Branch / Plant

Process



Fog computing, SDN and NFV




Local Hubs

Cloud
Services

I Migration
Synchronization

Wi-Fi Coverage Area

. Internet (For Cloud-
\ __

related Apps)
|Wi-Fi I l
°
Wearable Wi-Fi AP
Devices

Local-hub




Home Energy Management

» Cost of implementing the platform such as computing
devices, software stack, and communication devices is still
high enough that hinders the process of deploying it for
ordinary residential users

Firewall

Sensor
network
-

HEM

control _
s G

’
N — ( A subsystem
] 'a-é !

panel
o v .
® acting as a device
HVAC ' Water heater
control panel v o control panel
84

M. A. Al Faruque and K. Vatanparvar, "Energy Management-as-a-Service Over Fog Computing Platform" ,IEEE INTERNET OF THINGS JOURNAL, VOL. 3, NO. 2, APRIL 2016




Home Energy Management

HEM Control Panel

ED sensor #2

Outside condition GELE S TP address for TR
HEM Control Panel picesatl et
UUID: 1d
ED sensor #1 Statusi;!:;\;cjs connected  Power History R—— -
Bedroom -
e igh-level
condition monitoring .
- and controling JWW
- — Last100 seconds
Sensor information
HVACID. ad Cool set point Hot set point
Open source it | s
architecture o 1 2| .
to implement AP sensor - B[
the ngtwa re 1St Floor :':xw B coet Setivesholdpower | W - 26D —
condition : =

EV charging station id. a6

as a service

Som Lk
Stams Comected 35858
Smart ot iy
3
X S Power consumption s
lighting S
6
(I c10 Conot
Woter heater id: 29 Sramns
Thus device want to jom this network. Approve? Connected
Poswer consumption You No

Discovery and
authorization of
a new device

Smart device
control panel

M. A. Al Faruque and K. Vatanparvar, "Energy Management-as-a-Service Over Fog Computing Platform" ,IEEE INTERNET OF THINGS JOURNAL, VOL. 3, NO. 2, APRIL 2016



» Shift functionalities of local-hub from smart phone
to edge network

— Pre-install shareable function module on APs

Access I Dlstrlbutlonl Core Local-hub
Map Calendar

w| Fi AP @ I

SW|tCh Dev-A Personal
W| Fi AP . LGM“ Data
a I Access
Wi-Fi AP @ I Controller S‘_’eech  Location
a Switch
Wi-Fi AP i I

T. Zhang, T. Quek, J.Huang, Ai-Chun Pang, Y. Yang, "Fog Computing and Networking:A New Paradigm for 5G and loT Applicationns, IEEE ICC 2017



Fog RAN

Centralized communication
and computing cloud

1
5 RRH
0y
&i F-AP

@ Loal storage
—= Data retrieval

Application
Senyer

Intermet

Clobal control
node

- 020 mode
Coordinated F-RAN i o
maode Distributed communication

and computing cloud
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Figure 1. Fog-cloud integrated RAN architecture.
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Fog RAN
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Figure 5. Model of the FRAN architecture.
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C-RAN, H-CRAN and F-RAN

« Cloud radio access network (C-RAN) - combination of emerging technologies
incorporating cloud computing into radio access networks (RANSs). A requirement for
centralized processing in the centralized baseband unit (BBU) pool is an
interconnection fronthaul with high bandwidth and low latency. Unfortunately, the
practical fronthaul is often capacity and time-delay constrained, which has a
significant decrease on spectral efficiency and energy efficiency gains.

« Heterogeneous C-RANs (H-CRANSs) - user and control planes are decoupled in such
networks, where high power nodes (HPNs) are mainly used to provide seamless
coverage and execute the functions of the control plane, while remote radio heads
(RRHSs) are deployed to provide high-speed data rate for packet traffic transmission
in the user plane. HPNs are connected to the BBU pool via the backhaul links for
interference coordination.

Mugen Peng, Shi Yan, Kecheng Zhang, and Chonggang Wang, "Fog-Computing-Based Radio Access Networks: Issues and Challenges", IEEE Network e July/August 2016



C-RAN, H-CRAN and F-RAN
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Figure 1. System architecture evolution through F-RANs: a) C-RAN architecture; b) H-CRAN artchitecture; ¢) F-RAN
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C-RAN, H-CRAN, and F-RAN

Items C-RANs H-CRANSs F-RANs
Burden on fronthaul :
and BBU pool Heavy Medium Low
Latency High High Low
Decouple of user No Ves Ves

and control planes

Caching and CRSP

CRRM

Performance gains

Implementing
complexity

Traffic
characteristics

Centralization

Centralization

Fronthual constraint

High in the BBU
pool, low in RRHs
and UEs

Packet service

Centralization

Centralization, and
distribution between
the BBU pool and
HPNs

Fronthual and
backhaul constraint

High in the BBU
pool, low in RRHs
and UEs

Packet service, real-
time voice service

Mixed centralization
and distribution

Mixed centralization
and distribution

Backhaul constraint

Medium in the BBU
pool, F-APs, and
F-UEs

Packet service, real-
time voice service

Table 1. Advantage comparisons of C-RANs, H-CRANSs, and F-RANs .
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Summary

Address Challenges
in
Emerging Svstems/Apps

(IoT, 5G, Imbedded AL __)

Empower the Cloud

Enahle New Services

T. Zhang, T. Quek, J.Huang, Ai-Chun Pang, Y. Yang, "Fog Computing and Networking:A New Paradigm for 5G and loT Applicationns, IEEE ICC 2017

Stringent latency/delay requirements

Resource constraints (endpoints, network bandwidth. ...)
Intermittent network connectivity

Large # and many types of “Things”

Distributed. remote operations by non-IT experts

Fog as proxy of Things to connect more Things to Cloud

Fog as proxy of Cloud to deliver services to Things

Fog-based services

Fog-enabled 5G

Converged Cloud-Fog platforms and services
User controlled Fog services

Fog-enabled dynamic networking at the edge



Summary

Reshaping Industry » Routers. switches. application servers. and storage servers
Landscape converge into unified fog nodes

* Players of all sizes. not just massive cloud operators.
build/operate fogs and offer fog services — “WiF1 Model™ and
the rise of local/regional fog eco-systems and operators?

Disruptive New Service

Models

» For a business to function as a cohesive whole, cloud and fog
P NS ST RO DN B will converge into one common infrastructure for integrated and

Fog Services unified cloud and fog services: development. deployment.
monitoring, management, security. ...

Rapid Development and
Deployment of Fog Systems
and Applications

* Rapid deployment of localized applications — shifting from
“build the cloud and see what services we can put on 1t” to “find
what customers want and quickly put together a fog for them™

T. Zhang, T. Quek, J.Huang, Ai-Chun Pang, Y. Yang, "Fog Computing and Networking:A New Paradigm for 5G and loT Applicationns, IEEE ICC 2017 /



Research Challenges

« How to distribute data between the Fog and the Cloud?
» Which application should be offloaded?

* How to implement Fog nodes with off-the-shelve network
switches?

. H

. b

ow F-RAN can minimize traffic congestion in the backhaul?

ow to handle the heterogeniety of data representation?

 Hoe to design an inteoperable, scale, reliable, secure...Fog?



