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Abstract Optimization of the performance of the link

layer in wireless networks is complex due to multiple

parameters involved. Network management in real-time

and performance adaptation are extremely challenging. In

this paper, we introduce CogMAC, a cognitive link layer

approach capable of tuning the network performance in

highly dynamic environments. Results obtained using

simulations and testbed measurements evince the superi-

orities of the proposed approach over existing non-adaptive

techniques.

Keywords Cognitive link layer � Cognitive optimization �
WLAN

1 Introduction

The performance of the medium access control (MAC)

protocol is usually influenced by the configuration of a

large number of parameters, such as the contention window

and retry limit.

Due to continuous changes in wireless environments,

optimal configuration of these parameters is quite chal-

lenging given their dependence on network conditions,

such as traffic intensity and channel error rate. Indeed, the

state of the network changes dynamically, and it is often

difficult to maintain accurate information to support proper

configuration of the MAC parameters.

Different proposals have addressed different issues

affecting the performance of wireless local area networks.

Some proposals, for example, focus on contention window

optimization [3, 4, 19] to balance the tradeoff between the

number of active nodes, access delay, and collision rates.

Typically, small contention windows work well for a low

numbers of nodes and provide short medium access delays.

Conversely, large contention windows limit the collision

rate when the number of active nodes is high, but they can

lead to extended medium access delays.

In addition to rate adaptation being performed at the

sender node while channel quality is assessed at the

receiver [1, 5], solutions aiming for optimal physical rate

adaptation are often affected by an unstable correlation

between the measured SNR and the data delivery ratio.

To avoid collisions caused by hidden terminals in IEEE

802.11 [10] networks, the request-to-send (RTS)/clear-to-

send (CTS) threshold can be varied [18]. Ideally, the RTS/

CTS threshold should be set-up as a function of the current

rate of collisions caused by hidden terminals. However,

this metric is difficult to derive. Therefore, the adaptability

of RTS/CTS is proposed as a function of the packet
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delivery ratio [14] or as a process based on the history of

previous packets [9].

Moreover, the maximum number of data frame

retransmission attempts can be controlled at the link layer

[4] to make wireless channels suitable for TCP traffic.

Many of the existing approaches for setting up MAC

parameters focus on a single parameter at a given time and

rely on network state information that is often not directly

available to network nodes. In this paper, we go one step

further and present a mechanism for cognitive optimization

of multiple link layer parameters called CogMAC. Cog-

MAC exploits the cognitive adaptation techniques to

maintain link layer performance at the optimal level during

runtime. Its effectiveness is demonstrated by tuning the

parameters of the CSMA-CA protocol. The notion of

cognition includes the ability to observe, learn and respond

to the wireless channel dynamics. Such cognition is

achieved by constantly monitoring network performance,

analyzing the network conditions and adjusting the link

layer configuration.

The CogMAC mechanism is implemented in the ns-2

simulator [15] as well as in a Linux-based testbed. The

cognitive process uses three link layer configuration

parameters: contention window, retry limit, and RTS/CTS

threshold. Both simulation and experimental results con-

firm the benefits of the proposed cognitive adaptation

strategy and the ability to maintain optimal configuration of

link layer parameters, even under highly dynamic network

conditions.

The remainder of this paper is organized as follows:

Sect. 2 presents the related works. Section 3 presents the

core of the proposed approach by describing general rules

for cognitive adaptation and by providing the details of the

cognitive tuning of selected link layer parameters. Section

5 presents the simulation results obtained using the net-

work simulator. Section 6 presents experiments performed

on a Linux-based testbed. Finally, Sect. 7 concludes the

paper by outlining directions for future research on this

topic.

2 Related work

The new cognitive networks paradigm proposed [17] is

motivated by the need for efficient management of the

increasing complexity of communication networks. The

main idea behind this new paradigm is a cognitive process

that can sense the network state, plan for the future, make

decisions and act accordingly [7]. The work presented in

this paper uses cognition to reconfigure the parameters of

the MAC layer by observing, learning and acting according

to network changes. In this section, we review the most

relevant cognitive network approaches.

The work proposed in [6] introduces a tool for imple-

menting reasoning in cognitive network nodes using fuzzy

cognitive maps. The main idea is to provide a methodology

that enables network nodes to represent complex interac-

tions that happen inside their protocol stacks and across the

network.

The ADMA [2] is a distributed management architecture

design that is used to incorporate cognition within

MANETs networks. It allows network nodes to reconfigure

themselves in response to environmental changes. The

ADMA architecture does not require any centralized entity

to perform network management functions. Each node is

able to make decisions based on policies and collected

information. The ADMA architecture is implemented and

tested using ns-2 simulator, and improvements are

achieved using VoIP applications.

The reconfigurable platform for cognitive networks pro-

posed in [16] presents a node architecture with the ability to

reason based on observations made at different layers and to

adapt what is learned from these observations in a holistic

manner. A cognitive cycle dynamically builds and adapts

the protocol stack of a network node. The cognitive engine

can be extracted from the node, a process that makes it

adaptable to a variety of network technologies.

3 Cognitive link layer

CogMAC is a technique for cognitive optimization of

multiple link layer parameters, such as retry limits or

contention windows, in dynamic network environments. It

does not rely on the explicit knowledge of network char-

acteristics. CogMAC is implemented as a cognitive plane

that functions in conjunction with the protocol stack. It

interfaces with all layers of data and controls information

exchange.

The CogMAC continuously infers dependencies between

the achieved performance and the protocol configuration

parameters. Having such information, CogMAC builds and

maintains a local knowledge base that allows it to make

decisions based on previous performance experience.

For each of the configured protocol parameters, Cog-

MAC selects a minimum (Pmin) value, a maximum (Pmax)

value, and a default (Pdef) value that defines the opera-

tional boundaries of the parameters. The value of each

configuration parameter, initially fixed at (Pdef) is updated

periodically with values randomly supplied by a normal

distribution defined in the [Pmin, Pmax] interval with a

mean of Pdef (Fig. 1). At the end of each cycle, Pdef is
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updated with a value leading to historically optimal

performance.

This configuration allows the maintenance of system

performance to function at an optimal operation point

while also allowing it to test the adequacy of neighboring

values and to react to dynamic changes within network

environments.

For such maintenance parameters, values are sampled

periodically, and at the end of each sampling interval,

CogMAC performs the following actions: performance

monitoring, performance optimization and system config-

uration, all of which are described below.

Performance monitoring counts the number of bytes

received in the last sampling interval and computes the

average throughput value. An Exponentially Weighted

Moving Average (EWMA) value is then computed:

Pi ¼ Pi�1 � ð1� wÞ þ Pc � w ð1Þ

where Pc denotes the current measurement sample, Pi-1

corresponds to the last value of EWMA, and w is a weight

given to a new sample.

Medium access delay is measured as the difference

between the time a packet is removed from the outgoing

queue and the moment its transmission initiates.

Performance optimization is a phase wherein the

measured value is analyzed and an optimal configuration

for the operational parameters is chosen. At the system

startup time, CogMAC configuration decisions may not

correspond to an optimal setting given the short history

of collected measures. However, as time passes, addi-

tional performance measurement values become avail-

able, and convergence to optimal parameter values is

achieved.

System configuration occurs when all the parameters are

assigned with new values taken from a normal distribution.

After that, the mean of the normal distribution is set to

match the best experienced performance.

4 Cognitive setting of 802.11 link layer parameters

In this paper, we aim to use CogMAC for the dynamic

runtime configuration of IEEE 802.11 link layer parameters,

Pmin Pdef Pmax

Fig. 1 Sample distribution for parameters setting in CogMAC

Wireless Netw (2013) 19:1337–1347 1339

123



such as retry limit (retr), contention window (cw), and RTS/

CTS threshold (rthr). The goal is to maximize the link layer

throughput while ensuring the bounds of the medium access

delay experienced by individual nodes. This goal is easy to

achieve if we know the exact number of mobile nodes, their

traffic demands and hidden nodes, and the error rates of

the wireless channels. Unfortunately, this information is

difficult to obtain and to maintain. However, CogMAC does

not require any explicit knowledge of network parameters,

and it can provide the means for performance optimization

without explicit feedback from the network. In the following

section, we describe CogMAC’s operation in detail.

The parameter retr limits the retransmissions attempted

at the link layer before a data frame is silently dropped,

without any notification to upper layers. The parameter retr

influences the bit and the packet error rates, BER and PER,

experienced by upper layers.

Although they can compensate for low channel error

rates, low retr values do not change the medium access

delay. Instead, high retr values are appropriate for noisy

channels at the cost of an increasing medium access delay.

The parameter cw defines the size of the initial contention

window selected by the exponential backoff mechanism.

Whenever a station backs off, it selects a random slot in the

interval [0, cw - 1]. Then, for each unsuccessful transmis-

sion, the value of cw is doubled. The size of the initial cw

value should be driven by the number of stations contending

for medium access to avoid unnecessary collisions. Gener-

ally, high cw values are recommended for dense networks in

which a large number of collisions can occur, while they

should be low in sparse networks to avoid an unnecessary

medium access delay increase.

The parameter rthr defines the minimum size of the link

layer data frame for RTS/CTS packet exchange to decrease

the vulnerability of collisions due to hidden nodes. How-

ever, collisions due to hidden nodes cannot be easily dis-

tinguished from other types of collisions. Moreover, under

the same traffic intensity generated by hidden nodes, the

values of rthr are determined by the number of regular

network nodes.

5 Performance evaluation of CogMAC

To evaluate the proposed approach, we implement the

CogMAC framework in the Network Simulator (ns-2) [15].

The next subsections provide additional details on the

implementation and the results obtained.

5.1 Simulation scenario

CogMAC functionalities are coded into the wireless link

layer of the ns-2 simulator (mac-802_11.h, mac-802_11 .cc).

Two four-dimensional arrays are allocated to track the

link layer level throughput performance and the medium

access delay at the end of each sampling interval.

To calculate the medium access delay, the packet header

structure is extended with a timestamp field that is filled

every time the packet is sent to the link layer for trans-

mission. Using this timestamp, the medium access delay

can easily be calculated at the moment the transmission is

initiated. The obtained delay value accounts for the time

that a node spends on channel contention, a process that

involves waiting for the completion of all pending trans-

missions from other nodes.

In the system configuration phase, ns-2 allocates one

standalone random generator that is initialized with a different

seed for each configuration value. This is done to reduce any

potential correlation between different parameters.

Figure 2 outlines the simulated network topology. The

access network follows the IEEE 802.11 specification,

while the rest of the network is wired. The traffic source

node S, located in the wired network, is connected to an

access point (AP) that bridges the wired and wireless parts.

A bottleneck link with a capacity of 10 Mb/s and a prop-

agation delay of 340 ms is placed between R2 and AP to

mimic wide area network connections. The links S-R1 and

R1-R2 follow the Ethernet standard, with a rate of 100 Mb/

s and a propagation delay in the order of milliseconds.

The wireless part of the network is configured according

to the IEEE 802.11b specification with a radio link data

rate of 11 Mb/s, a basic data rate of 1 Mb/s and a two-ray

ground link propagation model.

The number of mobile nodes varies from 1 to 50, with

only one traffic flow destined for each mobile node. The

mobile nodes are spread uniformly within the transmission

range of the AP. With this setup, all the mobile nodes can

communicate with the AP, but those nodes that are located

at the opposite sides of the AP are hidden from each other.

The implementation of the cognitive algorithm dynam-

ically changes the value of retr in the range [1;7], cw in the

range [8;64], and rthr in the range [0;1,500], with incre-

ments of 300 bytes. When the rthr value is equal to 0, the

RTS/CTS threshold becomes disabled, and when the rthr

value is 1,500 bytes, the RTS/CTS threshold is enabled for

all the outgoing packets. Pdef parameters are set to the

default values recommended by the IEEE 802.11 standards

Fig. 2 Simulated network topology
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[10] and the majority of vendors. Table 1 summarizes the

Pmin, Pmax and Pdef values used in the simulations.

The cognitive procedure is triggered periodically, every

100 ms. The length of the period controls the speed and

smoothness of the cognitive tuning. Large periods lead to

more stable behavior of the cognitive procedure and should

be used in static environments, while shorter periods favor

fast adaptation and should be used in highly dynamic

network environments.

The results presented in the following sections compare

the CogMAC parameter approach (parameter setting) with

the operation using typical default values. A standard

deviation (std) equal to 0.7 and a weight (w) equal to 0.5

were employed in these experiments.

5.2 Optimization of single parameter

To unveil the details of the proposed cognitive adaptation,

we first focus on the simulation of a scenario with only one

parameter, retr. The value of retr varies from 1 to 7, with

the number of mobile nodes varying from 1 to 50. For each

mobile node, one FTP/TCP flow that originated from the

S node is established.

Figure 3 presents the average packet access delay. The

access delay remains low for low retr values and increases

for high retr values in scenarios with a large number of

network nodes. CogMAC keeps the access delay bounded

within a threshold fixed at 4 ms, which is a common value

for the majority of VoIP and multimedia applications [8].

The results obtained underline the applicability of the

proposed approach for dynamic network scenarios. When

the number of nodes is high, CogMAC reduces the value

retr to keep the delay bounded. For sparse networks,

CogMAC shifts its operating point toward high retr values

to guarantee optimal throughput.

Figure 4 presents the throughput measured at the link

layer for different retr values. CogMAC achieves good

performance for any number of nodes in the network while

guaranteeing the given delay bound. There are a few cases

in which other retr values lead to higher throughput values

in Fig. 4. However, the access delay bound is violated for

these cases (see Fig. 3).

The aforementioned experiments demonstrate Cog-

MAC’s ability to maximize throughput while maintaining a

delay that is below the specified threshold value. This

makes CogMAC a promising candidate for accommodating

data transfer and multimedia application issues.

Figure 5 shows the normalized number of times each

retr value is selected by CogMAC for a scenario with a

large number of mobile nodes. As expected, small retr

values suggest an optimal configuration as a consequence

of the specified delay bound. Occasionally, near-optimal

values are also selected.

5.3 Optimization of multiple parameters

In this section, CogMAC’s effectiveness is evaluated when

multiple parameters are adjusted by the algorithm. Spe-

cifically, three parameters are considered: retr, cw and rthr.

The number of active nodes and the transmitted packet

size are changed. The simulation starts with only 1 mobile

node. Then, at every 18 s of simulation time, 10 mobile
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Table 1 Operating intervals and default values

Parameters Parameter values

Pmin Pdef Pmax

Retry limit (retr) 1 4 7

Contention window (cw) 8 31 64

RTS/CTS threshold (rthr) 0 500 1,500
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nodes enter the network (up to 50 nodes total). Then, after

100 s of simulation time, the packet size is incremented by

330 bytes every 18 s for a time period of 210 s. The

medium access delay threshold for CogMAC is set to

30 ms. Varying the number of network nodes and packet

sizes is performed to emphasize CogMAC’s ability to

adapt its operational parameters to unforeseen changes in

network conditions.

Figure 6 depicts the average access delay. The access

delay remains low when the number of nodes is low (25 s,

11 nodes). As the number of nodes increases, the access

delay also increases and stabilizes (100 s, 50 nodes),

maintaining the delay bounded. This figure confirms Cog-

MAC’s ability to adapt to highly dynamic network condi-

tions and satisfy delay requirements. CogMAC does not

guarantee a certain throughput or delay performance.

Instead, it measures existing performance and tries to

adjust operational parameters, which in some cases may

lead to a minor violation of the desired delay threshold.

Figure 7 presents the measured throughput. The throughput

decreases as more nodes enter the network, an effect that is due

to an increase in the number of collisions. Despite reaching the

maximum number of nodes (50 nodes, 1,250 Kbps) after 91 s

of simulation time, the MAC throughput continues to decrease

due to the increase of packet size.

6 Testbed experiments

6.1 Testbed structure

Figure 8 outlines the structure of the Linux-based testbed

used to evaluate CogMAC’s performance. There is a single

cell with two laptop computers connected to a customary

802.11b/g-compliant access point. A version of the ath5k

device driver is specifically modified to run the CogMAC

functionalities. Laptop B is an ordinary client implement-

ing no CogMAC functionality. Laptop B senses differents

IEEE 802.11 networks, causing interference with our

experiments. This scenario is representative of a residential

environment with IEEE 802.11 access networks installed.

Figure 9 shows the general components of the laptop A

protocol stack, including the blocks relevant to the CogMAC

implementation. The kernel-level implementation ensures

integrity as well as the required performance characteristics.

CogMAC implementation is divided into two parts. The

first part is responsible for performance monitoring, perfor-

mance optimization and adaptation. It is coded in the ath5k

driver. The second part is responsible for runtime variable

configuration and tuning. It is implemented in the user-space.

In OS Linux, virtual memory is divided between kernel

space and user space. Kernel space is reserved for running

the kernel, kernel extensions and most of the device driv-

ers, while user space is used by user applications. A pro-

gram that resides in the user space area cannot

communicate with a program in the kernel space. To

exchange data between the processes in the user space and

Fig. 5 Frequency of retr value usage
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the processes in the kernel space, RAM-based file systems

are implemented in the kernel.

CogMAC implementation in the form of a kernel

module lifts the requirement for recompiling the entire

kernel. Nevertheless, a few parameters have to be

exchanged between the user and the kernel space in real

time. To pass the initial configuration for the parameters

Pmin, Pmax and Pdef, a RAM-based file system called

sysctl [13] is extended. This allows applications in the user

space to exchange data, such as configuration variables,

with the kernel. The struct ‘‘ctl_table’’ is extended, and a

‘‘cogmac_table‘‘ child is set to write and read parameters.

The ‘‘cogmac_table’’ is populated with the parameters

that need to be set-up in real time by the CogMAC

mechanism in the kernel space from the user space. These

parameters include the following:

• CM_sample_interval

• CM_access_delay_threshold

• CM_retry_limit_mean

• CM_history_significance

• CM_enabled.

Furthermore, several modifications are made in the Linux

kernel source tree. The Linux SKB structure, which stores

information corresponding to the representation of the

packet handled by the kernel, is extended to include a

timestamp value. This timestamp records the time when the

packet is released by the driver to the hardware card for

transmission. This information is used then for the

computation of the channel access delay, which includes

the time required for packet queuing, channel contention,

frame transmission and possible retransmission attempts.

This delay is dictated by the difference between t1 and t2.

The latter is stamped at the moment when the network

interface card receives positive link-level acknowledge-

ment for the transmitted frame from the receiver.

Figure 10 presents the details of the CogMAC imple-

mentation in the Linux kernel. Variables t1 and t2 are used

as timestamps. The t1 timestamp is recorded at the moment

when the network layer forwards the allocated skb structure

further down the MAC layer of the selected network

interface. Then, after a packet enters the MAC layer, the

CogMAC computes the quality metric. The aim is to

optimize the MAC-layer throughput while keeping the

access delay bounded. The throughput is calculated simply

by counting the number of successfully transmitted bytes

within a given unit of time. The delay is obtained when the

device driver receives a positive link-level acknowledge-

ment from the transmitting frame, at which moment the

timestamp t2 is recorded. This delay is obtained by the

difference between t2 and t1.

A five-dimensional array is allocated (6) to track the

performance at the end of each sampling interval (7). Three

dimensions are used to store the retr, cw and rthr values,

while the fourth and fifth dimensions account for the

throughput and MAC delay measurements.

CogMAC uses a Random Number Generator (RNG) to

generate new parameter values at the end of each sampling

interval. However, there is no RNG with normal distribu-

tion provided by the Linux kernel. Moreover, there are no

C-library routines or float numbers supported. To over-

come such limitations, we use the normal distribution

expression proposed by Jain [12] to compute normal rather

than uniform distribution.

The Iperf tool [11] is used for traffic generation and

throughput measurements. The laptop A runs the iperf

client, while the server resides in laptop B. The duration of

each experiment is set to 5 minutes.

6.2 Experimental results

In the testbed experiments, special attention is given to the

determination of the retr parameter value because it is

sensitive to interference. The other two parameters, cw and

Fig. 8 Testbed network topology

MAC80211

Fig. 9 Conceptual vision of the CogMAC in the Linux-based testbed
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rthr, are sensitive only to a high number of client nodes in

the network.

The parameter retr varies from 1 to 10. Laptop A serves

as the source of the TCP traffic, while the laptop B is a

receiver (see Fig. 8). Each experiment is repeated 10 times,

and 95% confidence intervals are reported.

CogMAC behavior is driven by the selected perfor-

mance metrics and the specified delay budget. Three dif-

ferent budges are used: 300, 400, and 1,000 ms.

Figures 11, 12, 13 present the number of times each retr

value is selected during the experiment, while Figs. 14 and

15 provide insight into medium access delay and band-

width variation.

For the delay budget of 300 ms, as expected, optimal

retr values tend to be small. In Fig. 11, the maximum value

is 2. The access delay value stays close to the defined

bound with almost no violations (see Fig. 14); however, the

throughput is low because link errors (not compensated by

the small number of retransmissions) degrade TCP per-

formance (see Fig. 15).

For a delay budget of 400 ms, the optimal value has

moved from 2 to 3 with a sharp decline between 4 and 6

(see Fig. 12). The access delay value is within the defined

boundaries (see Fig. 14), while the throughput increases

due to the high average number of link layer retransmis-

sions (see Fig. 15).

For a delay budget of 1,000 ms, the access delay is

always below the bound value (see Fig. 14). This allows

for high retr values (see Fig. 13), which in turn lead to a

high TCP throughput (see Fig. 15).

The aforementioned results confirm CogMAC’s ability

to react to changing network conditions because it con-

tinuously adjusts protocol parameters to match and achieve

the best setup.

Fig. 10 Detailed scheme of the

CogMAC engine in the Linux

kernel divided by layers

Fig. 11 Frequency of retry limit value usage with budget AD is

300 ms
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6.3 Comparison with simulation results

Because we did not reproduce all scenarios in the testbed

simulation experiments, only the results from some sce-

narios are compared.

Similar behavior of CogMAC in simulation and in

experimentation can be observed. CogMAC can restrict the

access delay in both cases (Figs. 3, 14). The lower the retr

values, the lower the throughput that is achieved in envi-

ronment with interference. This shows that CogMAC

adapts the target parameter values well to this interference.

For example, with the access delay for budget values of

300, 400 and 1,000 ms (see Fig. 14), CogMAC chooses

retr values of 2, 3 and 10, respectively (see Figs. 11, 12,

13). In both the testbed (Fig. 15) and the simulation

experiments (Fig. 4), low values of retr limit the

throughput in environments with interference.

7 Conclusions

This paper proposes a cognitive approach for the optimi-

zation of link layer parameters in wireless networks. The

proposed approach takes into consideration a large number

of link layer parameters and it is able to calculate optimal

setup values without explicit knowledge of the causes of

network performance degradation.

Performance evaluation is conducted using the IEEE

802.11b link layer and its control parameters, such as the

retry limit, contention window and RTS/CTS threshold,

using the ns-2 simulator. Obtained results via simulation

are further confirmed in the IEEE 802.11g Linux-based

testbed experiments. The simulations and the Linux-based

testbed experiments both unveil the advantages of the

proposed cognitive link layer when compared to setups that

employ fixed link layer parameters.

Fig. 12 Frequency of retry limit value usage with budget AD is

400 ms

Fig. 13 Frequency of retry limit value usage with budget AD is

1,000 ms

 250

 300

 350

 400

 450

 500

 550

 600

 650

 700

 50  100  150  200  250  300

M
A

C
 A

cc
es

s 
D

el
ay

 (
m

s)

Time (s)

CogMAC − 300 ms
CogMAC − 400 ms

CogMAC − 1000 ms
Unaltered 802.11

Fig. 14 Access delay

 7

 8

 9

 10

 11

 12

 13

 14

 15

 50  100  150  200  250  300

M
A

C
 T

hr
ou

gh
pu

t (
M

bp
s)

Time (s)

CogMAC − 300 ms
CogMAC − 400 ms

CogMAC − 1000 ms
Unaltered 802.11

Fig. 15 Throughput with different access delay thresholds

Wireless Netw (2013) 19:1337–1347 1345

123



Future work will be focused on performing extensive

comparisons with other available link layer solutions, both

adaptive and non-adaptive, to truly confirm advantages of

the proposed approach. Furthermore, the proposed cogni-

tive mechanism will be adapted to allow energy saving in

mobile networks.
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