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The aim of this paper is to review the actual data on the chemical bond in binary and mixed oxides. The
electronegativity (wM ) and the acidity Pa scales are the most significant semi-empirical concepts for predicting
the trend of bonding character in iono-covalent oxides. A satisfactory correlation between the data issued from
the acidity scale and the calculated ionic charges has been established.

The most recent studies show that the hybrid methods such as the B3LYP method lead to more reliable results for
the description of structural, energetic and electronic properties of binary oxides than those from standard methods.

1 INTRODUCTION

Oxide materials are interesting from both a theoretical and technological point of view,

especially since they can have important electrical, electronic, magnetic, optical and catalytic

properties. The ionic–covalent character of the metal-to-oxygen bonding in metal

oxides influences the physical and chemical properties of the technologically important

materials.

While the nature of the cohesive forces in fully covalent or fully ionic compounds is well

established, there was until recently a lack of conceptual basis to describe it in mixed iono-

covalent materials. The understanding of how the competition between ionic and covalent

processes fixes the anion–cation electronic-sharing, the characteristics of the energy bands

and the cohesive energy is incomplete, both from the experimental and theoretical points

of view. Iono-covalent materials may be charge transfer or Mott insulators, semiconductors,

metals or even superconductors.

This paper aims at a comparison of theoretical and experimental data relative to the

cation–anion bonding in mixed iono-covalent materials. The paper is organized as follows:

in Section 2, we analyze the semi-empirical concepts, i.e. electronegativity, acid–base

properties and scales of ionicity. In Section 3, we present the results of the experimental

determination of ionic charges by means of neutron diffraction, X-ray diffraction, lattice
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dynamical calculations and ligand-field spectroscopy. Section 4 summarizes the actual theo-

retical techniques for electronic structure determination and Section 5 is devoted to a discus-

sion about the validity of semi-empirical concepts and theoretical models.

2 SEMI-EMPIRICAL CONCEPTS

2.1 Electronegativity: Scales for Strengths of Lewis Acids

Although chemical bonding is a subject which is often dealt with in terms of quantum

theory, there is much to be gained by using an approach based on semi-empirical para-

meters which relate to individual atoms or ions. The best known of these approaches,

among chemists and physicists, is that based upon electronegativity, and this has become

increasingly popular in the field of solid state chemistry. Electronegativity was devised by

Pauling in 1932 [1] for providing a measure of the unequal sharing of electrons in a

chemical bond. The concept was aimed at partial ionicity in covalent compounds. The ori-

ginal concept of atomic electronegativity (one datum per element) has moved towards a

more general one taking into account the oxidation states and orbital hybridization (several

data per element). Over the years, various other methods have been proposed for evaluat-

ing the electronegativity values of the elements as alternatives to Pauling’s thermochemical

scale [2–7]. The physical meaning of electronegativity is ambiguous. As discussed by

Mullay [8], the various scales correspond to different concepts and consequently to

different units: Pauling [1], (energy)1=2; Mulliken [2], energy; Allred and Rochow [5]

and Zhang [6], force; Gordy [3], energy per electron; Sanderson [4] and Portier [7],

dimensionless.

Zhang proposed an electronegativity scale for cations in specific valence states [6]. This

author defined the electronegativity of the element in valence states as ‘‘the electrostatic

force exerted by the effective nuclear charges on the valence electrons’’:

wz ¼ 0:241
n�(Iz=R)1=2

r2
þ 0:775

where r is the covalent radius, Iz is the ionization potential, R is the Rydberg constant and n�

is the effective principal quantum number.

Portier et al. [7] show that a simple relation exists between electronegativities, oxidation

states and ionic radii of cations. An empirical law w ¼ 0:274z � 0:15zri � 0:01ri þ a is

proposed, where z is the oxidation number, ri is the ionic radius and a is a term dependant

on the atomic number. It allows the calculation of electronegativity values for cations in all

their electronic and crystallographic situations of oxidation state, spin state and coordination.

Good agreement is obtained with Zhang’s electronegativity scale. However, despite this

coherence, significant differences exist, particularly for the transition elements. For example,

in the case of iron:

Fe2þ Fe3þ Ref.

wz 1.438 1.687 [6]
CN 4 6 4 6
w 1.533 1.486 1.777 1.705 [7]
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In Portier’s electronegativity scale, the following evolution is observed:

– the electronegativity of cations formed by ionization of an element increases with the

oxidation number (for a given coordination number),

– the electronegativity increases as the ionic radius diminishes (for a given oxidation state)

– the electronegativity varies with the spin state: it is higher for low spin cations than for

high spin cations.

According to the Lewis concept, an acid is an electrophile which accepts an electron pair and a

base is a nucleophile that acts as an electron pair donor. Lewis acid–base interactions play an

important role in understanding chemical bonds, reactions and equilibrium; yet, this concept is

often inadequate for solid state chemistry. Indeed, in a redox reaction, single-electron transfers

are also commonly involved. A more general concept has been proposed by Usanovitch [9];

– an acid is a species which combines with anions or is an electron acceptor,

– a base is one that combines with cations or is an electron donor.

Pearson, in his theory of Hard and Soft Acids and Bases (HSAB) [10], proposed a classifica-

tion of acids and bases on their strengths and introduced the notion of covalence and its

effects on the acid properties of an ion. He classified ions as hard, soft, or borderline

acids or bases and specified that a hard acid (A) will react with a hard base (B) and a soft

acid with a soft base to give stable combinations according to the reaction:

A(hard) þ B(hard) �
K

AB

log K ¼ SASB þ sAsB

where K represents the equilibrium constant and Si the acid=base strength; si is a

covalency term.

In an oxide, the cation will be the acid, as it can accept a partial negative charge.

Essentially, soft acids and bases are those of high polarizability. Although the HSAB

principle has been useful in a variety of contexts [11], this system of classification is still

only qualitative. The explanation given by Klopman [12] emphasized that soft acids and

bases were largely covalently bound and hard acids and bases were ionically bound.

Zhang [13] has proposed a numerical scale for the acid strengths of cations. The advantage of

such a scale is the predictive power for thermochemical and physical properties that obviously

depend on the nature of the chemical bond established between the acid cation and the basic

anion. In the case of inorganic compounds, this bond is called iono-covalent, meaning that

this bond involves simultaneously electrostatic forces (ionic part) and covalent forces resulting

from the combination of atomic orbitals of cations and anions. To express this duality, for a given

cation, Zhang took into account its polarizing power for the ionic part and its electronegativity

for the covalent part and defined a parameter Z called the acid strength of the concerned cation as:

Z ¼
Z

r2
� 7:7wþ 8:

Z: charge, r: ionic radius and w: electronegativity [6]. Zhang proposed the following

classification:

0 <
Z > 0:66 large electrostatic acids

Z < 0:66 border acids

Z < 0 large covalent acids.

8<
:

The Z value gives a quantitative order of relative Pearson hardness or softness for the various

Lewis acids and agrees fairly well with the previous classifications [10, 12, 14, 15].
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Recently, Portier [16] presented a new parameter, the ionic–covalent parameter (ICP),

derived from the HSAB principle of Pearson and from the quantitative evaluation of acidic

strengths of Lewis acids proposed by Zhang [13]:

ICP ¼ log (P) � 1:38wþ 2:07:

P: polarizing power of the cation (P ¼ Z=r2, r: Shannon ionic radius); w: electronegativity [7].

The ICP of cations such as the Zhang’s parameter takes into account the ionic forces

(polarizing power) and the covalent forces (electronegativity). Correlations between ICP

and various thermodynamic (bond energy, formation enthalpy, fusion temperature) and elec-

tronic properties have been emphasized.

With density functional theory as a starting point, two new concepts of potential impor-

tance have been introduced for any chemical system: its electronic chemical potential, m
and its absolute hardness Z [18, 19]. Operational and approximate definitions are:

�m ¼
(I þ A)

2
¼ w Z ¼

(I � A)

2

where I is the ionization potential and A is the electron affinity.

Since (I þ A)=2 is the Mulliken electronegativity for atoms, the value for any system, w, is

called the absolute electronegativity.

According to Klopman’s theorem, the frontier orbital energies defined in HSAB theory are

given by:

�eHOMO ¼ I �eLUMO ¼ A:

Consequently, hard molecules have a large HOMO–LUMO gap and soft molecules have a

small HOMO–LUMO gap [20]. Pearson [17] used these definitions to calculate experimental

values for a large number of cations, atoms, radicals and molecules.

The graphs Z=wM , ICP=wM and log Z= log w (Figs. 1(a)–(c)) show the distribution of the

cations according to their valence (and usual coordination in the case of Portier’s data) in

the areas ‘‘ionic–covalent’’ and ‘‘hard–soft’’ acid. The Z [13] and Z [17] parameters give a

quantitative order of relative Pearson hardness and softness for the various Lewis acids

and agree fairly well with the first Pearson classification [10].

In addition to the expected effects on ionic charge and size, the influence of d electrons

is very clear. That the d sub shell is very important in promoting soft behavior has been

emphasized by Ahrland [15]. The role of d electrons in chemical bonding is usually attrib-

uted to p-back-bonding and=or polarization in the field of ligands. However ligand field

stabilization is also important, and it is interesting to point out that this is also a polariz-

ability effect. Localizing the d electrons in certain favored orbitals is a special kind of

polarization.

Some cases where the three classifications are not reliable are listed hereafter:

Classification according to

Cations Zhang [13] Pearson [17] Portier [16]

Kþ H H S
Rbþ, Csþ H H or B S
Fe3þ H H B or S
Cr3þ B B H
V5þ, Nb5þ, Ta5þ H S
Cr6þ, Mo6þ, W6þ H S

Note: H: hard; S: soft; B: borderline.
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2.2 Acid–Base Properties of Oxides

Many oxides, on the basis of their chemical behavior can be classified as basic, e.g. CaO and

MgO, or acidic, e.g. P2O5 or SiO2. Furthermore, their acid=base chemistry is not restricted

FIGURE 1(a) Electronegativities of elements in valence states and various scales for strengths of Lewis acids,
Ref. [13]: e Mnþ: H (hard); m: B (borderline); �: S (soft); j: unspecified (Pearson’s classification).

METAL��OXYGEN BONDS IN OXIDES 5



to aqueous conditions, since reactions of the type 2CaO þ SiO2!Ca2SiO4 occur in the

liquid (molten) state, or even between intimately mixed solids at elevated temperature.

Acid=base interaction is a formation of a coordinate bond, B!A, and the strength of the

base (or of the acid) can be thought of in terms of the extent of electron donation in the coordi-

nate bond. The oxide(-II) base has an electron donor power which is governed by the various

cations, e.g. Ca2þ or Si4þ which polarize it. Thus, it is expected that the magnitude of the

electron donor power of the oxide(-II) species will depend on its state of polarization.

FIGURE 1(b) Electronegativities of elements in valence states and various scales for strengths of Lewis acids,
Ref. [16]: e Mnþ: H (hard); m: B (borderline); �: S (soft); j: unspecified (Pearson’s classification).
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Most ions have a more or less fixed value for their electronic polarizability a, but for the

oxide(-II) species, aO2� has a wide range of values.

The reason for this is that the unpolarized O2� ion has an electron charge cloud which can

be regarded as very ‘‘floppy’’ and this gives great scope for its tightening by the cations

present in the compound. The effect of this tightening (indicated by the values of aO2� ) on

FIGURE 1(c) Electronegativities of elements in valence states and various scales for strengths of Lewis acids,
Ref. [17]: e Mnþ: H (hard); m: B (borderline); �: S (soft); j: unspecified (Pearson’s classification).
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the electron donor power or rather the basicity can be seen in the following progression from

the basic BaO to the oxide P2O5:

Oxide, MxOy

BaO SrO CaO MgO SiO2 P2O5 Ref.

aMyþ 1.60 0.86 0.47 0.094 0.033 Negl. [21]
n0 1.98 1.81 1.838 1.736 1.544 1.599
aO2�(n)* 3.652 2.918 2.505 1.699 1.401 1.33
aO2�(Eg)y 3.83 3.382 2.334 1.675 1.454

Note: Electronic polarizabilities, a, in Å3.

*aO2� (n) ¼ (1=y)(am � xaMyþ ); am, molar polarizabilities are obtained from the Clausius-Mossoti equation:

am ¼
3Vm

4pN
�
n2

0 � 1

n2
0 þ 2

yaO2� (Eg ) are obtained from the relation established by Duffy [22]: Rm ¼ Vm(1 �
ffiffiffiffiffiffiffiffiffiffiffiffiffi
Eg=20

p
) (Eg : energy gap)

2.2.1 Optical Basicity, L

Optical basicity expresses the basicity of a glass (or other oxidic medium) in terms of the

electron density carried by the oxygen’s, i.e. their ability to donate negative charge

[23–25]. Originally, optical basicity was obtained from spectroscopic shifts (in the

ultra-violet region) of ions such as Tiþ and Pb2þ dissolved as probes sensing the electron

donor power of the oxygen [23]. The accumulation of optical basicity data revealed in

time that it was possible to calculate L for an oxidic system from its composition [25].

The method has been used very successfully in extraction metallurgy in predicting the refin-

ing power of slag’s and also in glass science.

The great advantages of optical basicity compared to all the other concepts used in acidity–

basicity is that L is a global parameter (relative to a phase) and that it permits a quantitative

classification of the phases and calculations for mixed oxides.

When spectroscopic experiments could not be used, as in the case of transition metal ions

which absorb intensely in the UV region, other methods were investigated to obtain L values.

One of these consists of calculations based on the electronic polarizability of oxygen (aO2� )

vs. the basicity of the material. This method has been used for obtaining optical basicities of

transition metal oxides by Duffy [26, 27].

This author has specified that the additivity of the electronic polarizabilities is normally

only valid for the ionic compounds and observed a linear correlation between 1=aO2� and

L for a given structural family:

L ¼ 1:67 1 �
1

aO2�

� �
:

More recently, Dimitrov and Sakka [21] have applied the correlation 1=aO2� ¼ f (L) to

numerous transition metal oxides; the average electronic oxide polarizability was calculated

from the energy gap Eg. It should be noted that Dimitrov and Duffy took for acation the value

of the free cation and not that of the cation in the oxide, which is only available for a very

limited number of cations recently investigated.

Courtine [28] has completed and improved an optical basicity table of ionic–covalent oxi-

des and oxysalts, despite the lack of data for these solids. Values of optical basicity for most

covalent transition metal oxides were indeed missing or wrongly assessed. Correlations
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between the ionic–covalent parameter ICP defined by Portier [16] and optical basicity values

obtained by Duffy and Dimitrov (mainly for weakly covalent transition metal oxides) have

been established.

This author has determined for binary oxides five linear correlations between L and ICP

depending on the electronic configuration of the cations (s–p, d1–d9, d10, d10s2 and d0) and

obtained the optical basicity value for each valence and coordination number of cations in the

oxides. This allows the optical basicity to be calculated for any mixed oxides, taking into

account the structure, i.e. the coordination of the component cations.

2.2.2 Acidity Scale for Binary Oxides

A numerical scale for acidity=basicity for binary oxides has been constructed from thermo-

chemical data for oxoacid salts by Smith [29]. This author assigned to a binary oxide a con-

stant Pa which is a measure of its tendency to accept an oxide ion (i.e. its acidity) and wrote

the empirical expression

[Pa(A) � Pa(B)]2 ¼ h(A, B)

where h(A, B) is equal to �DH0 (in kJ mol�1, at 25 �C) for the reaction between the acid

oxide A and the basic oxide B to give a salt. This equation may be written as:

Pa(A) � Pa(B) ¼ h(A, B)1=2 so that the experimental values of h(A, B)1=2 for salts which

have a cation or anion in common should exhibit subtractive relationships, for example:

h(CaO, SO3)1=2 � h(BaO, SO3)1=2 ¼ h(CaO, CO2)1=2 � h(BaO, CO2)1=2:

Smith performed a least-squares analysis from data for 250 oxoacid salts involving 70 binary

oxides to find the best values of Pa. The value 0 for Pa(H2O) has been chosen in order to

establish the absolute values of Pa.

A similar study performed on mixed oxides from recent thermochemical data [30–32]

gives an acidity scale which agrees fairly well with that of Smith (Tab. I).

2.2.3 Charge on the Oxide(-II) Ion

Sanderson [33] calculated the partial charges for halides and oxides from the principle of

electronegativity equalization: when two or more atoms initially different in electronegativity

form a compound, their electronegativities change to the same intermediate value in the com-

pound. There is a systematic decrease of the oxygen charge in the series: M2O (M ¼ Rb, K,

Na, Li), MO (M ¼ Ba, Sr, Ca, Mg, Be), CdO, Al2O3, ZnO, B2O3, SiO2 and SnO2.

A similar classification has been established by Duffy [25] from the equation:

qo ¼ �1:15L

obtained from CNDO calculations for the isoelectronic series consisting of ClO�
4 , SO2�

4 ,

PO3�
4 and SiO4�

4 and extended to binary oxides, where the oxidation number of the metal

corresponds to a noble-gas electronic configuration. Experimental data show that L increases

as the basicity of oxide increases:

Oxides P2O5 SiO2 Al2O3 MgO CaO Li2O Na2O BaO K2O
L [25] 0.40 0.48 0.60 0.78 1 1 1.15 1.15 1.40
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The electronegativity is an important factor when considering oxidic systems and it is useful

to summarize the situation for binary oxides. Denoting the electronegativities of cation and

anion by wM and wO, respectively, the following principles hold:

– high ionicity if (wO � wM ) is large and ionicity decreases in a series of binary compounds

ranked in order of decreasing (wO � wM ),

– predominantly covalent bonding when (wO � wM ) is small (usually below approximately

1.7) but wO greater than 2,

– predominantly metallic bonding when (wO � wM ) is small (usually below approximately 1)

but wO and wM less than 2.

For oxides the trend from ionic to covalent bonding, accompanying decreasing (wO � wM ), is

illustrated by the series:

CaO MgO Al2O3 SiO2 P2O5

wO7 wM 1.97 1.92 1.86 1.67 1.47
wM 1 1.2 1.5 1.8 2.1

(the values of (wO � wM ) are calculated by the Pauling method from heats of formation).

It can be seen that although oxygen electronegativity is around 3.5 for SiO2 and P2O5, it

gradually decreases as the compounds become more ionic. Nevertheless, the ionic Na2O or

K2O oxides and covalent SiO2 have almost the same electronegativity difference.

Consequently, electronegativity difference is not necessarily a guide to the ionic–covalent

nature of the bonding.

Duffy [22] proposed a new appraisal of the chemical bonding of binary oxides. It is

argued that the electronegativity of oxygen is a better indication of ionicity (falling with

TABLE I Values of Pa for Binary Oxides (Relative to H2O).

Pa value of oxide Pa value of oxide

Ref. [29] This study Ref. [29] This study

Rb2O �15 �15.5 Fe2O3 �1.7 �2.1
K2O �14.6 �15 Cu2O �1.0 �2
Na2O �12.5 �13 ZrO2 0.1 �1.7
BaO �10.8 �11.4 Ga2O3 �1.6 �1
SrO �9.4 �10.1 Al2O3 �2.0 �0.8
Li2O �9.2 �10.2 Cr2O3 �0.3
CaO �7.5 �8.7 SnO2 2.2 0
La2O3 �6.1 �8.7 Mn2O3 0.4
Y2O3 �6.5 �7.7 PbO2 0.5
MgO �4.5 �6 Nb2O5 0.5
MnO �4.8 �5.7 TiO2 0.7 0.6
CdO �4.4 �5.1 SiO2 0.9 1.2
CoO �3.8 �4.8 GeO2 1.3
Ag2O �5 �4.8 B2O3 1.5 1.7
FeO �3.4 �4.4 V2O5 3.0 2.2
ZnO �3.2 �3.8 Sb2O5 3.2
NiO �2.4 �3.6 MoO3 5.2 3.9
HgO �3.5 �3.3 WO3 4.7 4.1
HfO2 �3.1 As2O5 5.4 5.5
CuO �2.5 �2.8 CrO3 6.6 6.1
BeO �2.2 �2.8 P2O5 7.5 7.5
In2O3 �2.4 SO3 10.5 11
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decreasing covalency) than the electronegativity difference. Metallic bonding in oxides is

treated from the point of view of polarization, and it is shown how experimental parameters

of polarization and of band theory are closely related. These parameters are used for charting

the proximity of oxides to the onset of metallization, while, simultaneously, the oxygen elec-

tronegativity is used for charting ionic=covalent bonding.

The two above-mentioned acidity scales reveal very significant relationships between the

acidity parameter Pa and wM which are expressed by:

Pa ¼ �23:43 þ 13:21wM (a: Ref. [29]) R ¼ 0:937

Pa ¼ �24:81 þ 13:81wM (a: This study) R ¼ 0:939:

Table II presents a comparison of the acid–base properties of binary oxides with the Pa values

presented in this study. Well-marked periodic trends are evident. Pa tends to decrease along

any group and increases more or less steadily along each period. It also increases with

increasing oxidation number. These trends are consistent with the definition of Pa as a mea-

sure of the tendency of the oxide to accept O2�.

Oxides with Pa less than about �5 are all purely basic. In the range between �5 and 0, the

oxides appear to be amphoteric or amphoteric with a weak basic character. Amphoteric

oxides with a weak acidic character and purely acidic oxides all have positive values.

2.3 Scales of Ionicity

We shall limit our survey to a discussion of the thermochemical approach of Pauling, to the

spectroscopic approach of Phillips.

The first major scheme, due to Pauling [1, 35, 36] is thermochemically based. Suppose

the formation energy of a diatomic molecule XY is written EXY . Then, for molecule AB,

the quantity:

eAB ¼ EAB � [mean of EAA, EBB]

is a measure of the electronegativity difference (wA � wB) of A and B, insofar as it corre-

sponds to electron transfer from the less to more electronegative atom. The concept is

ionic, i.e. covalent contributions are implicit only. The two working postulates giving frac-

tional ionic character fAB are designed to be both intuitively sensible and to satisfy the

obvious constraints fAB ¼ fBA and 0 � fAB � 1, with fAB ¼ 1 the ionic extreme. In this case

Pauling’s algorithms are:

(wA � wB)2 ¼ geAB

where g ensures that the dimensionless wA and wB change by 0.5 with each unit valence

change in the first row of the periodic table:

fAB ¼ 1 � exp �
1

4
(wA � wB)2

� �
¼ 1 � exp �

1

4
geAB

� �
:

It is this quantity that has been used to understand a very wide range of chemical behavior.
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Phillips [37, 38] and van Vechten [39] chose a spectroscopic definition, defining a ‘‘total

energy gap’’ with two components

E2
g ¼ E2

h þ E2
c :

The total gap is obtained from the optic dielectric constant

Eg ¼
hop

(ex � 1)1=2

with hop the plasma frequency for the valence electrons; the covalent gap Eh is obtained

from Eg for the non-polar system in the same row of the periodic table, with a correction

for the interatomic spacing. The ionic part, Ec, is obtained as (E2
g � E2

h)1=2. Phillips defines

an ionic character

fi ¼
E2

c

(E2
h þ E2

c )
:

It is this parameter that has been used to classify, divide and identify trends in many solid

state properties.

Levine [40, 41] extended the dielectric theory of ionicity to diverse structures, d-electron

systems such as the noble-gas halides, transition metal compounds and multibond com-

pounds (Tab. III). More recently, Christensen et al. [42] have reported theoretical investiga-

tions on the bonding properties of semiconductors which have been most widely studied in

experimental as well as theoretical solid-state physics (systematic theoretical studies of the

electronic structures, optical properties and charge distributions have been reported pre-

viously, Refs. [38, 43–45]). The results show that the ionicities calculated in Christensen’s

model based on self-consistent band structure calculations exhibit the same chemical trends

as those found in the values derived from the Phillips–van Vechten theory. Nevertheless, their

ionicities tend to be somewhat larger:

Ionicity fi of compound

BeO BN MgS ZnS CdS Ref.

0.798 0.383 0.828 0.764 0.794 [42]
0.602 0.256 0.786 0.623 0.685 [38]
0.620 0.264 0.621 0.679 [41]

Plots of L and Pa versus the fi values of Table III show that some data relative to fi and

L are erroneous. A satisfactory agreement is obtained with the values proposed hereafter

(Figs. 3 and 4):

fi Ref. Modified values L Ref. Modified values

Li2O 0.766 [41] 0.875
BeO 0.602 [38] 0.75
MgO 0.78 [25] �0.95
ZnO 0.616 [38] 0.75 0.95 [25] �0.80

0.653 [41] 0.92 [28]
CdO 1.12 [28] �0.95
Cr2O3 0.777 [41] 0.70
Fe2O3 0.677 [41] 0.75
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3 EXPERIMENTAL DETERMINATION OF IONIC CHARGES

3.1 Experimental Charge Distribution in Crystals by X-ray Diffraction

The net atomic charge is one of the most widely used notions in crystal chemistry, solid

state physics, etc. It plays an important role in the ionic crystal model and connects

with many characteristics of the electron structure by correlational equations: for example,

with the exponential parameter in the AO radial part. However, there are serious methodo-

logical reasons to criticize this conceptual value. The atomic charge concept results from

the simplest method of ED approximation. As has already been noted, it is impossible

to determine unambiguously in a bonded system the atomic boundary inside which the

atomic charge is located. The charge values appear to be dependent on the form and the

size of integration volume (or on the type of AO used); they are indirectly measured values

in contrast to ED and only approximate the charge distribution. Nevertheless, an approach

which permits us to understand the crystal properties in terms of atoms and their interaction

is very attractive. The traditional quantum mechanics which operates with wave-functions is

unable to do this because it can explain the properties of the whole system but not its parts.

The atomic crystal chemical models, nevertheless, are widely used: the atomic parameters

are used in the pseudopotential method, the atomic and ionic wave-functions are success-

fully applied as initial guesses in quantum chemical calculations, etc. Fortunately, quantum

TABLE III fi Values Predicted by the Dielectric Theory
for 21 Binary Oxides.

fi

a b c d

M2O
Li2O 0.766

MO
BeO 0.620 0.602
MgO 0.839 0.841
CaO 0.916 0.913
SrO 0.928 0.926
BaO 0.931
MnO 0.887
FeO 0.873
CoO 0.858
NiO 0.841
ZnO 0.653 0.616
CdO 0.778 0.785

M2O3

Al2O3 0.796 0.64
Cr2O3 0.777
Fe2O3 0.677
In2O3 0.80

MO2

SiO2 0.57 0.50

GeO2
0.51

0.65
0.73

TiO2 0.686
SnO2 0.784 0.74
PbO2 0.78

Note: a: Levine [Ref. 41]; b: Levine [Ref. 40]; c: Phillips [Ref. 38];
d: Barr [Ref. 46].
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chemical description of a bonded atom appears to be possible via ED but not the wave-

function. This had been performed by Bader [47] in the framework of quantum topological

theory of atoms in molecules. In this theory both the free and the bonded atom is repre-

sented as the unity of a nucleus and its electron basin. The whole system is presented

FIGURE 2 Plot of Pa vs. wM (Pa are those calculated is this study and wM are issued from Ref. [7]).
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as a sum of non-overlapping atomic fragments. Identification of a bonded atom in some

region of real space is realized by topological analysis of the ED. According to Bader,

the bonded atom (pseudoatom) is the spatial region which contains a nucleus with its

electron and which comprises a unique surface of zero flux of Hr.

FIGURE 3 Plot of L vs. fi ( fi for Al2O3 is the average value from Refs. [41] and [46]).

16 M. LENGLET



All of this justifies the studies that are devoted to accurate experimental determination of

the electron density in order to estimate the net atomic charges and atomic volumes in crys-

tals for which ab initio calculations are still not reliable enough. Two methods can be used

for the determination of the electron density: the maximum-entropy method [48] and the

FIGURE 4 Plot of Pa vs. fi .
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multipole expansion [49, 50]. The multipole model is the most suitable for topological ana-

lysis. Coppens [51, 52] proposed a model which uses an expansion of the electron density

around each nucleus. The use of the experimental electron density in the study of chemical

bonds and the modelling of crystal properties is presented in two recent books [53, 54].

3.1.1 Alkaline-earth Series

The comparison of the results on the alkaline-earth oxides shows a systematic variation in the

nature of the oxygen ion:

Oxides

BeO MgO CaO SrO BaO Ref.

q(e�) 1.85 [55]
1.36 1.5 [56]
1.36 [57]

4pr2r0 2.8 2.3 1.2 1.2 [58]
4.46 [58]

It is best reflected in the radial charge density (4pr2r0) at the radius of best separation

which is a qualitative indication of the separability of oxygen from its surroundings. The

above-mentioned values can be understood to indicate decreasing ionicity of O2� in the ser-

ies from the heavier to the lighter compounds. In all the cubic compounds oxygen can be

described as a separable O2� entity with different degrees of deformation. It is only in BeO

that the deformations are strong and accentuated enough to create density bridges as an

indication of covalency [58].

An evaluation of r(rc) and H2r(rc) at the saddle points between the SiO and BO bonds

indicates that these bonds in danburite CaB2Si2O8 are of intermediate bond type between

ionic and covalent while the CaO bond is indicated to be predominantly ionic in character

[59]. A similar analysis for BeO indicates that the BeO bond is more ionic in character

than the SiO and the BO bonds but more covalent than the CaO bond, as expected from elec-

tronegativity considerations [60].

Tsirelson et al. [57] used the K model to describe the ED distribution in MgO. Interionic

charge transfer was found, resulting in ionic charges of �1:36e. In spite of the large uncer-

tainty in the charges resulting from the large correlation in the refinement, these values are

close to the charges obtained by direct integration of the ED by Vidal-Valat et al. [56]:

þ1:36e cation and �1:14e anion and agree well with the results of a model K refinement

of the ED of the MgO molecule [61]. Nevertheless, the value of the mean inner-cell electro-

static potential, 15:05 V calculated from the model of the ED according to reference [62],

is between the holographic experimental value of 13:01 V and the neutral-atom procrystal

value of 18:41 V. This means that the ionicity of the bond in MgO crystal is underestimated

by the K model fitted to the X-ray structure amplitudes [63].

3.1.2 Silicates

Compared with the previous studies of the natural zeolites natrolite [75] and scolecite [76],

which both belong to the tectosilicate group and display connected Si and Al tetrahedra in

helicoidal chains, the study of spodumene and topaz should provide an insight on the charge

density of the Al octahedra in aluminosilicates materials [77].
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Natrolite Na2Al2Si3O10 � 2H2O
q(e): Al Si O Ref.

1.51 1.65–1.84 (�0.87)–(�1.21) [75]

Scolecite CaAl2Si2O10 � 3H2O
q(e): Al Si O Ref.

1.95 1.67–2.09 (�0.89)–(�1.39) [76]

a-spodumene LiAlSiO6

q(e): Al Si O Ref.
1.54 1.73 �1.00 [77]

Mo Ka-wavelength data
1.94 1.86 �1.11 [77]

Ag Ka-wavelength data
1.56 1.55 �0.94 [78]

Ag Ka and CCD area detectors

Topaz Al2[SiO4]F2

q(e): Al Ref.
1.53 Mo Ka-wavelength data [79]

The study of the nature of the Si��O bond through analysis of its charge density is based on

net ionic charges, heights of peaks in atom deformation density maps and, more recently,

topological analysis of the total charge density.

There is a considerable spread in the reported net charges on Si and O, in part because of

variations in bonding, but also because basis-functions may vary between analyses.

However, the K refinement of experimental data provides a standard for comparison of Si

and O atoms in different bonding environments. Net charges on the oxygen and silicon

are similar in orthosilicates and the chain-structure pyroxenes: respectively ��1:3e and

2:3e (Tab. IV). The analysis of the radial density distribution does not give a uniform

approach to the separation of atoms in the molecule and crystal position space.

Moreover, with increasing bond covalency, part of the ED is out of the atomic spheres.

Nevertheless, Sasaki [68] came to the conclusion that the same cation in different com-

pounds has nearly the same separation radius. These radii systematically exceed the values

of both classical and Shannon crystal radii [80]. Consequently, the atomic net charges

derived with these radii should be considered cautiously, in comparison with those observed

in aluminosilicates.

The framework silicates lack counterions, therefore two oxygen charges must exactly

counterbalance the charge on silicon, leading to lower net oxygen charges. The reanalysis

of the data on coesite [81], a high pressure of SiO2, by Downs [82], gives an

average oxygen net charge of �0:74e for the five non-equivalent oxygen atoms. The

oxygen charges in stishovite (Tab. IV) show that the rutile-type structure of stishovite

is more ionic than the low-pressure tetrahedral structure. The topological analysis of

the total density has the advantage of being independent of a reference model. In coesite,

the bond critical points are found at about 0.67 Å from Si and �0.94 Å from O, in

contrast to the deformation density peaks which are closer to the oxygen atoms. The

values of H2r at the bond critical point are positive. Positive values are not typical for

pure covalent bonds, and indicate a significant ionic contribution to the Si��O bonding

in silicates [83].

3.1.3 3d-Metal Oxides

The estimation of atomic charges by the X-ray method for some 3d-metal oxides is presented

below.

METAL��OXYGEN BONDS IN OXIDES 19



Fe3O4

Ti2O3 V2O3 Fe2O3 Tetra Octa MnO CoO NiO Cu2O

qM (e) 0.84* 1.07* 1.05* 0.90* 1.93 1.47 1.51 1.4 0.90 0.60
Ref. [84] [84] [84] [85] [86] [69] [55] [55] [73]

*Deduced from cation 3d-orbital electron population.

The charge values obtained for Mn, Co and Ni cations in silicates and monoxides are all less

ionic than Mg cations in the corresponding compounds. The charge difference between the

A and B sites in magnetite is 0:46e and coincides very well with an ideal difference of 0:5e in

agreement with the commonly accepted concept of mixed-valence oxide.

The experimental determination of the charge density in rutile, TiO2 has been the object of

several publications. Gonschorek [87, 88] concluded from his room-temperature study using

four crystals and Pd-filtered Ag Ka radiation that the Ti��O bonds are highly covalent.

However, the difference Fourier and deformation maps appear to show important differences

between the inequivalent Ti��O bonds: the main density maxima are near the short equatorial

ones and the axial bond does not show a density maximum. Restori’s study [89] revealed that

invariant features of the resulting static deformation maps are: residual density maxima of

about 0.3e Å�3 on both types of Ti��O bonds and a region of negative density at Ti indicat-

ing an electron transfer from Ti to O.

The recent synchrotron X-ray studies of C-type rare earth oxides and RFeO3 oxides (R¼Y,

Ho, Nd and Dy) [90–94] indicate that, in compounds with a high heavy atom content, the

basic question of the feasibility of an experimental charge-density study has not yet been

unambiguously answered.

The cation 3d-orbital electron populations for 3d-metal sesquioxides (Ti2O3, V2O3 and

Fe2O3) [84] indicate a more covalent character of the M��O bonds than that deduced

from the Mulliken population data of electron charge distribution obtained by means of a

periodic unrestricted Hartree–Fock study (see the next section).

3.2 Study of Covalency of 3d3, 3d5 and 3d8 Systems by Neutron Diffraction

Valuable information on charge distribution is provided by polarized neutron scattering

experiments. These allow one to obtain maps of unpaired spin density, which may be related

to covalency parameters [95]. The method has been especially useful for covalency in transi-

tion metal oxides and fluorides [96, 97]. However, the method is confined to studies of open-

shell systems, and it yields information on spin delocalisation only on the partially filled orbi-

tals. As such, the technique is clearly limited. Spin-resonance techniques (EPR and ENDOR)

similarly yield information on unpaired spin distributions [98, 99]. Both neutron and spin-

resonance methods give useful upper bounds on covalency in the nearly ionic limit. Most

results are for the spin-only d8, d5 and d3 3d-transition metal ions (Tab. V(a)–V(c)).

If there are n eg and m t2g antibonding electrons then neglecting 2s covalency, the net

charge transfer C towards the metal is:

C ¼ l2
s(4 � n) þ l2

p(6 � m)

fs ¼
1

3
l2
s, fs ¼

1

3
l2

s , fp ¼
1

4
l2
p:

The data presented in Tables V(a) and V(b) show there is no significant difference in cova-

lency parameters for Mn2þ��F� and Mn2þ��O2�. This agrees with the neutron diffraction

data for NiO. Although fs is much less than for Ni2þ, the total ligand-to-metal charge transfer
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by s and p bonding is very similar for the two ions: �0:2e. A charge transfer of �0:9e has

been estimated for low spin Ni3þ in MgO.

For Fe3þ this similarity for fluoride and oxide coordination no longer holds, as might be

expected in a more covalent, higher oxidation state situation. Such an effect was observed

also for Cr3þ (charge transfer �0:6e for fluoride and �0:9e for oxide) but in contrast to

Cr3þ the covalent interaction for Fe3þ is a predominantly s-bonding one. Apparently the

relative importance of ligand-to-metal p-bonding decreases sharply across the first transition

series, especially for divalent or higher oxidation state ions. As expected, both Fe3þ fluorides

and oxides are considerably more covalent than the Mn2þ compounds. Charge transfers of

�0:4e and �0:8e, respectively, are estimated.

Studies of Fe3þ tetrahedral [108, 109] indicate that the covalency per bond is greater for

the tetrahedral situation than for the octahedral one.

3.3 Ionic Charges Derived from Ligand Filled Spectroscopy

The Racah parameter B for a specific ion is known to vary as a function of the ligands

bound to that ion. The value of this parameter is always reduced from that observed with

the free spherical ion. The reduction of B has been explained by certain covalency effects.

Measured values of B for complexed metal ions are very useful in discussing

the ionic=covalent nature of the bond and for estimating the magnitude of the positive and

negative charges borne by the ions. The extent to which B falls depends on both the metal

ion and the surrounding ligands. However, irrespective of the metal ion, it is nearly always

found that B decreases progressively for the same sequence of ligands, which is known as

the nephelauxetic series.

In interpreting such data it is necessary to take note of the fact that it is possible to pos-

tulate two types of contribution towards the nephelauxetic effect – central field covalency, and

symmetry restricted covalency. The former relates to the screening effect of the ligands on the

central field of the metal cation which results in a decrease of the effective positive charge on

the metal and a consequent expansion of the radial function, whilst the latter arises from the

actual involvement of the metal, t2g and eg orbitals in molecular orbital formation with ligand

orbital combinations of the appropriate symmetry, which should also lead to a reduction in

the parameters of inter-electronic repulsion. The relative contributions which these two

effects are postulated to make will considerably influence the conclusions which may be

drawn concerning effective charge densities on the metal.

In LCAO description symmetry restricted covalency may be represented as cMO ¼ acd þ

bcligands where cd is a metal d orbital (eg or t2g), cligands is an appropriate matching ligand

orbital combination, and a and b are their respective contributing coefficients, usually known

as the Stevens’ [111] delocalisation coefficients.

Although it is possible to argue that central-field covalency arises only as a necessary

consequence of the bonding of the ligand, i.e. as a result of symmetry restricted covalency,

TABLE V (a) Spin Transfer Coefficients for Ni2�.

Fluorides Oxides

Method Covalency Method Covalency

KNiF3 Neutrons [100] fs þ fs ¼ 2:6% NiO Neutrons [102] fs þ fs ¼ 3:8%
KNiF3 NMR [101] fs ¼ 3:8%; fs ¼ 0:54% MgO ENDOR [103] fs ¼ 8:5%; fs ¼ 0:7%
KMgF3 EPR [98] fs ¼ 3:1%; fs ¼ 0:53%
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it is nevertheless highly desirable that we should be able to make some attempt to assess

the relative magnitudes of their respective contributions. Unfortunately, this is far from

being a simple matter. Jørgensen [112] has shown that for a gaseous ion the FK parameters,

and hence B, show an approximate proportionality to (z þ Z) where z is the ionic charge

and Z a small constant, whilst in a complex the corresponding proportionality is to

a4(zeff þ Z), where a is the Stevens’ delocalisation coefficient, and zeff is the effective catio-

nic charge in the complex. Since zeff will depend upon the extent of the central-field cova-

lency it is clear that we cannot ascribe all the reduction in B, below the gas phase value, to

symmetry restricted covalency, yet on the other hand we must not assume that all the

nephelauxetic effect arises from the reduction of z to zeff occasioned by the central-field

effect.

However, these two extreme assumptions do enable us to obtain the limiting possibilities

for any given complex. Thus, if we interpret b as arising solely from central-field effects we

can derive the minimum value of zeff for the complex, whilst conversely, if b is assumed to

be due only to symmetry restricted covalency we shall obtain the minimum value for the

coefficient of presence, a2, for the metal atom wave-function. In this connection it is well

to remember that the Stevens’ coefficients a and b are not strictly normalized by the relation-

ship a2 þ b2 ¼ 1, since the metal and ligand orbitals are not orthogonal, even though S is

usually quite small.

Jørgensen [112] has though proposed that a reasonable solution to the problem is to

assume that central-field and symmetry restricted covalency are of equal importance and to

assign (b)1=2 to each of the two effects, thus obtaining intermediate values of zeff and a2 as

compared with the two extreme cases cited above. It is worth nothing here that a rough

justification of the (b)1=2 approximation can in fact be derived from results of octahedral

d3 systems [113, 114].

The purpose of this section is to show that the physical interpretation of the Racah

parameter in terms of so-called covalency effects should be viewed with some caution:

the inductive effect and the influence of magnetic interactions should be taken into

account.

The B values have been selected from the literature as follows: on the one hand, we have

wished to include in Tables VI(a) and VI(b) the largest number of values but, on the other,

we discarded unreliable data which might have masked eventual trends in the the Racah

parameters. Therefore, whenever the reported values were too imprecise or whenever

they derived from bands whose assignments seemed doubtful, they were not tabulated.

One may reasonably argue that the greater reduction in B as represented by the nephelauxe-

tic ratio b¼B(in compound)=B(in free ion), the greater the covalency in the metal��ligand

bond and the smaller the effective charge experienced by the d electrons. Reduction in

charge at the central ion is marked even for highly electronegative ligands such as fluoride

ion. The reduction is much more marked even with the more polarisable ligand and the

more polarizing cations, since it is this combination which gives rise to the greatest degree

of covalency.

The purpose of this study is to establish the evidence of a new correlation between the

Racah parameter and the inductive effect. The concept of the inductive effect, which is

known in organic chemistry as the polarization of one bond caused by the polarization of

an adjacent one, was first extended to silicates in order to explain small differences in average

Si��O bond lengths [166]. Shannon [167] interpreted the small variations of the average

Ge��O distances in germanates based upon the same principle.

An estimated approximation of the inductive effect of the Amþ��O bond on the Mnþ��O in

an Amþ
x Mnþ

y Oz compound (mixed oxide or oxysalt) can be obtained from the difference

between the polarizing power of Mnþ and that of Amþ. According to this definition, a large
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ionic character of the M��O bond should result from the following properties of the

A element:

– a large nominal charge: S6þ, Mo6þ, P5þ,

– a small ionic radius: B3þ, S6þ, P5þ, Si4þ,

– a small coordination number, e.g. 4 for S6þ, Mo6þ, P5þ, Si4þ.

It can be readily seen that the three criteria are found together only in sulfates and phosphates.

These oxysalts are precisely those which exhibit the largest nephelauxetic ratios.

To determine the correlation between B and the inductive effect, we introduce the

ionic–covalent parameter corresponding to the next nearest neighbors, ICPnn and the global

basicity Lth. B=ICPnn and B=L correlations have been established for the following electronic

configurations 3d3, 3d7 tetrahedral and 3d8 [168].

Menil [169] has shown that most of the 57Fe Mössbauer isomer shifts in (FeOn) and (FeFn) poly-

hedra can be interpreted with the help of the concept of the inductive effect of the competing bond.

TABLE VI (a) Nephelauxetic Ratios b and Charges Zeff (According to the Jørgensen’s Compromise) Defined in
the Text for Selected 3d3 and 3d5 Group Compounds.

b35 Zeff Ref. b35 Zeff Ref.

3d3

Cr(III)O6 Cr(III)O6

Al2O3:Cr3þ 0.70 1.80 [115] Li0.5Al2.5O4:Cr3þ* 0.81 2.15 [121]
0.70 1.80 [116] Li0.5Ga2.5O4:Cr3þ* 0.80 2.10 [121]
0.73 1.90 [117] Li0.5Ga0.5Cr2O4 0.62 1.45 [121]
0.705 1.80 [118] Y3(Al1.8Cr0.2)Al3O12 0.72 1.85 [117]

Ga2O3:Cr3þ 0.68 1.75 [117] Y3Cr2Al3O12 0.65 1.60 [117]
MgO:Cr3þ 0.69 1.75 [119] Y3Ga5O12:Cr3þ 0.705 1.80 [125]

0.705 1.80 [116] Y3Cr2Ga3O12 0.68 1.75 [117]
0.705 1.80 [118] Ca3Al1:7Cr0:3Ga3O�

12 0.78 2.05 [117]
0.705 1.80 [120] Be3Al2Si6O18:Cr3þ* 0.85 2.35 [126]

Cr2O3 0.51 1.05 [117] 0.77 2.05 [115]
0.52 1.10 [121] Cr(III)F6

LaCrO3 0.55 1.20 [117] K3CrF6 0.81 2.15 [127]
YCrO3 0.59 1.35 [117] K2NaCrF6 0.83 2.25 [116]

MgAl2O4:Cr3þ 0.705 1.80 [122] CrF3�
6 0.80 2.10 [128]

0.76 2 [123] CrF3 0.805 2.10 [116]
MgAl1.7Cr0.3O4 0.73 1.90 [117] Cr(III)Cl6
MgCr2O4 0.685 1.70 [117] CrCl3 0.59 1.3 [116]

0.66 1.60 [121] Cr(III)Br6

MgGa2O4:Cr3þ 0.69 1.75 [121] CrBr3 0.40 0.7 [116]

ZnAl2O4:Cr3þ 0.76 2 [118] Cr(III)S6

ZnGa2O4:Cr3þ 0.73 1.90 [124] ZnAl2S4:Cr3þ 0.39 0.7 [129]
ZnGa1.6Cr0.4O4 0.72 1.85 [117] ZnCr2S4 0.40 0.7 [121]
ZnCr2O4 0.70 1.80 [117] NaCrS2 0.49 0.95 [121]

0.66 1.60 [121]

3d5

Mn(II)O6 Mn(II)F6

MnO 0.62 [130] MnF2 0.74 1.75 [135]

0.68 �1.50 [131] Mn(II)Cl6
0.71 [132] MnCl2 0.66 1.50 [136]

MgAl2O4:Mn2þ 0.72 1.70 [122] Mn(II)Br6

MnSiO�
3 0.70 1.60 [133] MnBr2 0.60 1.20 [136]

Mn2SiO4 0.68 1.50 [134]

*Compounds which exhibit the largest b35 ratios due to the inductive effect.
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This study has been completed for iron(III) compounds by associating optical data,

Mössbauer isomer shifts with structural and magnetical data (Tab. VII).

The effects of covalency and overlap distortion on the spin and charge densities in mainly

ionic materials have been discussed and related to the hyperfine interactions [173]. The para-

meters obtained by comparing isomer shifts, hyperfine field and neutron diffraction [96]

results are listed below.

3d spin 4s occ. Total charge

Ferrites MF2O4 Fe(B) 4.62 mB 0.13 þ2.44
Fe(A) 4.31mB 0.26 þ2.02

Orthoferrites MFeO3 4.45mB 0.12 þ2.23

TABLE VI (b) Nephelauxetic Ratios b and Charges Zeff (According to the Jørgensen’s Compromise) Defined in
the Text for Selected 3d7 and 3d8 Group Compounds.

b35 Zeff Ref. b35 Zeff Ref.

3d7

Co(II)O6 Co(II)O4

MgO:Co2þ 0.845 1.45 [137] ZnO:Co2þ 0.80 1.30 [145]
0.845 1.45 [138] 0.78 1.25 [146]
0.84 1.45 [139] MgAl2O4:Co2þ 0.84 1.45 [147]

CoO 0.79 1.25 [121] 0.825 1.40 [122]
Co2GeO�

4 0.845 1.45 [140] ZnAl2O4:Co2þ 0.815 1.35 [148]
Co2SiO�

4 0.855 1.50 [141] CoAl2O4 0.815 1.35 [121]
ZnWO4, MgWO4:Co2þ 0.83 1.40 [142] CoGa2O4 0.81 1.35 [121]
Ba(Co0.1Zn0.4W0.5)O3 0.80 1.30 [143] CoCr2O4 0.79 1.25 [121]
CoWO4 0.79 1.25 [144] Co0.05Zn1.95GeO4 0.79 1.25 [143]

Co(II)F6 Co(II)Br6

KCoF3 0.91 �1.70 [144] CoBr2 0.78 �1.25 [116]

KMgF3:Co2þ 0.94 1.80 [144] Co(II)S4

LiF:Co2þ 0.94 1.80 [139] ZnS:Co2þ 0.63 �0.80 [145]

Co(II)Cl6
CoCl2 0.80 �1.30 [116]

3d8

Ni(II)O6 Ni(II)O4

MgO:Ni2þ 0.83 1.425 [149] ZnO:Ni2þ 0.74 1 [156]
NiO 0.77 1.20 [150, 151] 0.75 1.05 [157]
MgAl2O4:Ni2þ 0.865 1.575 [152] 0.75 1.05 [158]
NiAl2O4 0.84 1.475 [152] 0.775 1.20 [152]
NiGa2O4 0.845 1.5 [153] Mg0.9Ni0.1Al2O4 0.80 1.30 [152]
Ni0.75Zn1.25GeO4 0.83 1.425 [143] NiAl2O4 0.79 1.25 [152]
Ni2GeO4 0.83 1.425 [121] Li0:5Ni0:5Cr1:5Ge0:5O�

4 0.82 1.35 [159]
Mg1.5Ni0.5SnO4 0.84 1.475 [149] Ni1:8Cr0:4Ge0:8O�

4 0.82 1.35 [159]
MgWO4, ZnWO4:Ni2þ* 0.88 1.65 [154] Ni1.5CrGe0.5O4 0.79 1.25 [159]
CdWO4:Ni2þ* 0.855 1.55 [154] NiCr2O4 0.77 1.20 [143]
NiMoO4 0.855 1.55 [155] Ni0:05Zn1:95GeO�

4 0.82 1.35 [143]
NiNb2O6 0.84 1.475 [149] NiCrGaO�

4 0.82 1.35 [153]

Ni(II)F6 Ni(II)Cl6
NiF2 0.94 1.80 [160] NiCl2 0.79 1.25 [161]

0.95 1.85 [161] CdCl2:Ni2þ 0.79 1.25 [164]
KMgF3:Ni2þ 0.94 1.80 [162] CsCdCl3:Ni2þ 0.77 1.20 [165]

Ba2NiF6 0.93 1.75 [163] Ni(II)Br6

KNiF3 0.93 1.75 [162] NiBr2 0.73 1 [164]

SrNiF4 0.93 1.75 [163] Ni(II)S4

Ni(II)Cl4
ZnS:Ni2þ �0.50 �0.60 [145]

Cs2ZnCl4:Ni2þ 0.70 0.95 [145]

*Compounds which exhibit the largest b35 ratios due to the inductive effect.
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The concept of optical basicity supports the nephelauxetic ratio=inductive effect correlation.

From experimental data relative to Mnþ(Cr3þ, Fe3þ and Ni2þ) in octahedral coordination

and (Co2þ, Ni2þ) in tetrahedral coordination, it can be argued that the compounds with the

largest b35 values contain in the nearest coordination shells elements characterized by L less

than approximately 0.60: P5þ, W6þ, Mo6þ, S6þ, Si4þ and tetrahedral Ge4þ, Al3þ, Ga3þ.

3.3.1 Covalency and Magnetic Ordering

Recent studies have revealed the influence of various antiferromagnetic interactions (3d3–3d3

and 3d5–3d5 in mixed oxides of corundum and spinel structures, 3d5
tetra–3d3

octa, 3d5–3dn in

spinels, 3d8–3d8 in NaCl structure . . . ) on electronic spectra of 3dn cations.

Several processes are observed:

– enhancement of transitions which are, in principle, both spin and parity forbidden

(Fe3þ, Ni2þ)

– presence of new absorption features corresponding to the simultaneous excitations of

exchange-coupled pairs of cations (Cr3þ, Fe3þ)

– growth of intense absorptions due to electron transfer: intervalence charge transfer or

metal–metal charge transfer such as Fe2þ!Fe3þ, Co2þ!Fe3þ, Ni2þ!Fe3þ and

Cr3þ!Fe3þ.

A pronounced decrease of b35 has been observed for Cr3þ, Fe2þ, Co2þ and Ni2þ due to anti-

ferromagnetic interactions in different systems:

– Al2�xCrxO3 [117];

– MCrO3 (M ¼ Y, La) [117];

– Li0:5Ga2:5�xCrxO4 [174, 175];

– Li0:5Ga2:5�x(FeCr)xO4 [176],

– Al2�xFexO3, ferrites and garnets [171],

– Mg1�xCoxO [150],

– Mg1�xNixO [150, 168];

– Mg1�xNixAl2O4 [168].

These results show that the physical interpretation of the variations of the B parameter in

terms of so-called ‘‘covalency effects’’ should be viewed with some caution. The polarization

of the ligand orbitals by the central ion and the next nearest neighbors is an important factor

determining the magnitude of the ligand field parameters. A much closer correlation between

the Racah parameters and the degree of covalency of M��O bonds is achieved when the

inductive effect and the influence of magnetic interactions are taken into account.

3.4 Effective Charges from Lattice Vibration Spectra

The effective charges in solids which are directly related to the concept of ionicity may be

determined using a formula established by Scott [177] in binary compounds of arbitrary

complexity provided that all the transverse and longitudinal optical mode frequencies are

available.

The determination of the strengths of individual bonds in solids by force-constant calcu-

lations has been performed since the early fifties. More recently, lattice dynamical calcula-

tions on spinel type AB2X4 (B ¼ Cr, ln ; X ¼ O, S, Se) have been obtained by various

potential models (short-range model SRM, rigid-ion model RIM and polarizable-ion

model PIM) [178–180]. The more significant results are listed in Tables VIII(a) and VIII(b).
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The effective charges ZOx appear quite consistent for MO and M2O3 oxides with

Phillips’ ionicity scale including the modified values presented in Section 2. These results

suggest that the M��O (M ¼ Mg, Zn) bonds are more ionic in binary oxides than those in

spinels in agreement with the fact that the M��O distances in MO are longer than in

TABLE VIII (a) Effective Charges in Binary Oxides and
Comparison of Reduced Effective Charge with Levine’s Ionicity fi.

ZOx Z=Z0 fi Ref.

MO
BeO �1.03 0.51 0.620 (0.75) [181]
MgO �1.15 0.57 0.839 [182]
CaO �1.2 0.60 0.916 [183]
SrO �1.3 0.65 0.928 [183]
BaO �1.4 0.70 0.931 [183]
MnO �1.1 0.55 0.887 [183]
ZnO �1.05 0.52 0.653 (0.75) [181]
CdO �1.2 �0.60 0.778 [183]

M2O3

Al2O3 �1.15 0.57 [183]
�0.95 0.47 0.796 [184]
�1.3 0.65 [185]

Cr2O3 �1.01 0.50 [183]
�0.93 0.46 0.777 (0.70) [185]

Fe2O3 �0.93 0.46 0.677 (0.75) [186]

MO2

SiO2 �0.35 0.17 0.57 [187]
�0.47 0.23 [188]
�0.35 0.17 [189]
�1.15 0.57 [183]

TiO2 �1.35 0.67 0.686 [183]
�1.26 0.63 [190]

GeO2 �1.07 0.53 0.73 [191]
SnO2 �1.13 0.57 0.784 [192]

Note: (0.75), (0.70): modified values presented in Section 2.

TABLE VIII (b) Effective Charges in Ternary
Oxides.

ZA ZB ZOx Ref.

AB2O4

MgAl2O4 0.78 1.56 �0.98 [193]
1.25 1.85 �1.24 [193]
0.60 1.92 �1.11 [194]

CoAl2O4 �0.94 [195]
CoCr2O4 �0.94 [196]
Co3O4 �0.59 [195]
ZnCr2O4 �0.91 [196]

0.54 1.49 �0.88 [180]
ZnFe2O4 �1 [195]

�1.10 [197]
ZnGa2O4 0.72 1.68 �1.02 [193]

A2BO4

Be2SiO4 1.24 1.77 �1.06 [198]
Mg2SiO4 1.40 1.60 �1.10 [199]

0.93 0.70 �0.64 [200]
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AB2O4. The ionicity of normal spinels varies in the following order: ferrites, aluminates>
chromites.

Lutz et al. [178] observe the following trends of the ionicity of the chalcide spinels:

– the ionicity increases when proceeding from the selenide spinels to the sulfides, and when

going from chromium spinels to the corresponding indium compounds,

– the ionicity decreases in a series from the manganese to the nickel compounds, but

increases strongly when continuing to zinc and further to cadmium (in agreement with

results obtained for binary chalcides),

– the ionicity of inverse spinels is smaller than that of normal spinels.

4 COMPUTATIONAL METHODS

4.1 HF and DFT Theories

Two major classes of methods have been applied: density functional theory and Hartree–Fock

theory. Density functional theory is exact in principle for ground state properties, but in prac-

tice the Local Density Approximation (LDA) is used. Both classes of methods share many

features, and they differ only in their treatments of the electron–electron interactions. In a

non-magnetic system for a given configuration of nuclei, there is a single lowest energy con-

figuration for the electron density r(r). The electrons experience the potential due to the

nuclei and to each other. Their interactions with each other can be separated in two parts.

The first part is a self-consistent field, or so-called Hartree potential, which arises from the

electrostatic field of the average electronic charge density. Up to this point, both LDA and

Hartree–Fock (HF) are identical. The differences involve the treatments of the local correla-

tion, which is due to the instantaneous interactions that cannot be ascribed to the average

electrostatic field, and the quantum mechanical exchange interactions, which derive from

the Pauli exclusion principle. The correlation is neglected in Hartree–Fock theory, but it is

included in an average way in the LDA. The exchange interactions are treated exactly in

Hartree–Fock theory (when completely converged), and in an average way in LDA. The

Hartree–Fock method cannot be used with metallic systems, for which it gives crazy results

due to the neglect of correlation effects. The LDA can be used for metals as well as insula-

tors, and it also works well for ionic and covalent systems.

Both Hartree–Fock and the LDA can be applied self-consistently, which means that an

iterative process is used to find the solution. One starts with a guess for the charge density

(LDA) or orbital occupations (Hartree–Fock), and one then evaluates the potential and the

output charge density (LDA) or the HF matrices and output orbitals (Hartree–Fock). If

the output differs from the input, the input and output are mixed together, and this process

is iterated until the input and output are identical.

However, all self-consistent calculations are not the same. The quality of a calculation is

greatly affected by the basis set that is used. The basis set describes the orbitals, and the

final result can depend strongly on the accuracy of this description. There are many differ-

ent types of basis sets that can be used. The Hartree–Fock program for periodic crystals,

called CRYSTAL, uses a gaussian basis set, which typically consists of a small number of

gaussians centered at each atomic nucleus. A gaussian basis set is very efficient, but it is

incomplete. Basis set superposition error is typical in such total energy calculations, and it

results from changes in the quality of the description of the states on one atom as the basis

functions of a second atom are moved closer. This might cause significant problems in stu-

dies of pressure effects or phonons if not tested. Gaussians are often used as a basis for LDA
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calculations as well, and a gaussian basis is usually called a linear combination of atomic

orbitals, or LCAO, in such applications. Another commonly used basis for LDA crystal cal-

culations is a plane wave basis, which is ideal in several ways and problematic in others.

Plane wave bases are advantageous in that they are fast, and matrix elements (such as those

needed to calculate forces, the dynamical matrix, or optical properties) are easily evaluated.

Convergence is also straightforward because there is one primary parameter to vary to test

convergence, related to the number of plane waves; this parameter simply relates the short-

est distance that can be described accurately by the basis. The disadvantage of plane waves

is that they cannot account for the rapid variations around the core and the nucleus of an

atom. This drawback was solved by the development of pseudopotentials, which remove

the core states from the problem and replace the real, rapidly varying potential with a

smoother potential. The resulting pseudo-wave functions by construction agree with the

correct functions outside some distance rc from the nucleus, but they differ inside rc.

Until recently, pseudopotentials that allowed for reasonable plane wave basis set sizes

did not exist for oxides and many transition metals, but recently ultra-soft pseudopotentials

have been developed that do allow application of plane wave methods to oxides and sili-

cates. Thus we have the distinction between all-electron calculations and pseudopotential

methods.

At this point it is necessary to discuss another concept, that of full-potential versus non-

full-potential methods. Full potential means that potential (and charge density) is described

in a flexible way that allows all variations in the molecule or crystal being studied. On the

other hand, ‘‘muffin-tin’’ potentials force the potential to be spherical inside a sphere around

each atom (called a muffin-tin) and constant outside the sphere. In other methods, such as

LCAO, the potential and=or charge density is sometimes sphericalized as well. The loss of

accuracy that is entailed by such shape approximations is most acute for total energy calcula-

tions, which are used to calculate phase transitions, phonon frequencies, and equations

of state.

The last two basis sets to be discussed are: the Linearized Muffin Tin Orbital (LMTO) and

the Linearized Augmented Plane Wave (LAPW) methods. The LMTO method is applied

in different degrees of accuracy ranging from muffin-tin potential and the atomic sphere

approximation (ASA) to full potential methods, which appear to be as accurate as any

self-consistent method. The basis set in LMTO consists of radial solutions to

Schrodinger’s equation inside the muffin-tin spheres, and Hankel functions, or muffin-tin

orbitals, outside the spheres. The LAPW method uses the same kinds of basis inside the

spheres, but in the interstitial volume between spheres plane waves are used, and the plane

waves are joined smoothly onto the basis functions in the spheres. The LAPW method is

probably the most accurate of basis sets, since it is ideally suited to both the interstitial

regions and the rapidly varying regions in the interior of an atom.

A posteriori, theoretical quantum chemistry appears to have followed quite a linear

development from the original formulation of the HF equations by Fock, Hartree and

Slater [201, 202] and their linearized expression by Roothaan and Hall [203, 204]. The

fundamentals of density functional theory were originally developed by Kohn and

Sham [205].

A great variety of formal schemes, computational methods and techniques are adopted

for the determination of the electronic structure of crystalline compounds; the various

proposals differ in many respects, including the basis set (numerical, plane waves, loca-

lized, mixed), solution techniques of the basic equations, selected Hamiltonian and all

its ingredients. The relative merits and limits of the various proposals are difficult to

assess at the moment, as many of the computer codes are not available to the scientific

community and are often in rapid evolution. The main reason for this situation is that
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computational solid state physics is a relatively young science with respect to the mole-

cular quantum chemistry: ab initio methods appeared in the late seventies, and the first

general, portable, publicly available code, CRYSTAL88 [206] was distributed only ten

years ago.

In most recent versions, CRYSTAL can solve the HF as well as the KS equations; as

regards the latter, the most popular local and non-local functionals are available, as well as

hybrid schemes, such as the so-called B3-LYP which combines the HF exchange term

with the Becke [207] and Lee–Yang–Parr [208] functionals according to the formula

proposed by Becke [209]. As regards the former, the CS, RHF and UHF options are

available. Schemes are also available that permit correction of the HF total energy by estima-

ting the correlation energy a posteriori, integrating a correlation-only functional of the HF

charge density. This latter scheme has been shown to provide accurate binding energies

for a large family of compounds [210].

4.2 CNDO Band Structure Method

The investigation of the electronic structure made from a modified CNDO band structure

analysis (Complete Neglect of the Differential Overlap) is based on the LCAO approach,

whose computational scheme is reported in Ref. [211]. As an outstanding feature of this

method, it is possible to use the density matrix elements in the basis of the atomic orbitals,

to calculate the local properties of the electronic structure in terms of atomic charges,

covalent bond orders and atomic valences.

Using the self-consistent density matrix calculated for the orthogonal atomic basis one

obtains the following expressions for the atomic charge QA [212], covalent bond order

(Wiberg index) WAB [213], covalency CA [214], and full (or total) valency VA [211] of

an atom in a crystal:

QA ¼ ZA �
X
r2A

P00
rr , (1)

W 0n
AB ¼

X
p2A

X
q2B

jP0n
pqj

2, (2)

CA ¼
X
B6¼A

W 00
AB þ

X
n6¼0

X
B

W 0n
AB ¼ 2

X
r2A

P00
rr �

X
r02A

X
r2A

jP00
rr0 j

2, (3)

VA ¼
1

2
(CA þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2

A þ 4Q2
A

q
): (4)

As one can see from Eq. (1) an absolute value of the calculated atomic charge is less than the

maximal possible charge, which corresponds to the formal oxidation number. The ratio of

the former to the latter can be considered as the ionicity degree of bonding.

4.3 Tight Binding Analytical Model

In oxides, the oxygens and cations bear charges of opposite signs, which induce strong elec-

trostatic potentials on the electrons. A correction to the atomic orbital energies e0
i (i ¼ M , O)

of the neutral atoms results, which depends upon the ionic charges, Qi, and upon the atomic

structure. Under the most simplifying Hartree approximation, when the eigenstates of the
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Hamiltonian are developed on an atomic orbital basis set, the diagonal terms of the

Hamiltonian matrix, which represent effective atomic orbital energies, read (in atomic units):

ei ¼ e0
i � UiQi � Vi (5)

with �UiQi the intra-atomic correction associated with the excess (on the oxygens) or loss

(on the cations) of electron–electron repulsion (Ui is the intra-atomic electron–electron repul-

sion integral), and Vi the electrostatic potential, called the Madelung potential, exerted on

atom i by all other ions. This expression may be used to estimate the ion integral energy,

Ei, and to write down the Mulliken electronegativity, wi ¼ �qEi=Ni; assuming that a single

outer atomic orbital is involved in the chemical bond, wi reads:

wi ¼ wi0 þ UiQi þ Vi: (6)

This expression of wi contains a correction due to intra-atomic electron–electron interactions,

although, in Eq. (6), the effective charge rather than the formal charge has to be used. In addi-

tion, solid state effects give a contribution to wi, equal to the Madelung potential, Vi. Equation

(6) thus gives a generalization of the concept of electronegativity, suited to processes which

take place in a solid or on a surface. It accounts for the variations of electronegativity as a

function of the charge state and as a function of the site environment. In this latter case,

the variations of wi are driven by the changes in Madelung potential. For example, in absolute

value, Vi is smaller on surface atoms than on bulk atoms.

Equations (5) and (6) show that, in a Hartree scheme, there is a direct correspondence

between wi and the position of the effective outer levels, ei. The effective atomic energies,

ei, strongly determine the electron sharing between cations and oxygens in oxides.

Noguera [215, 216] developed a quantum model suited to binary oxides of stoichiometry

MnOm, in which the atoms occupy the sites of an alternating lattice, which gives an explicit

expression of the partial charges. This model is a tight-binding analytical approach, which

relies on several assumptions:

(i) all the oxygens are assumed to have the same outer level effective energy, eO and a

similar hypothesis is made for the cations;

(ii) the non-diagonal terms of the Hamiltonian, b, called resonance integrals, which

represent the probability of hopping of electrons between two atoms, are considered

only when neighboring atoms of opposite types are involved;

(iii) finally, only local orbital hybridization is taken into account and long range band effects

are neglected.

This model yields a simplified expression for the oxygen-cation charge transfer:

qQ ¼
nO

m
1 �

eM � eOffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(eM � eO)2 þ 4Zb2

p
 !

(7)

with nO the number of oxygen orbitals coupled to the cation levels and Z the oxygen coor-

dination number. According to Eq. (7), the absolute value of the oxygen charge

jQOj ¼ 2 � qQ, is a decreasing function of the ratio Zb2=(eM � eO)2: when no electron delo-

calization occurs (b ¼ 0), the oxide is fully ionic; the covalency of the oxygen-cation bond

increases as b gets larger or as the energy difference eM � eO decreases. This model was

checked for all the oxides considered here, by carefully comparing its predictions with the

results of self-consistent numerical calculations [215]. The absolute values of the oxygen
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charges are equal to 1.45, 1.43, 1.33, 1.24, 0.74 and 0.67 in the series: BaO (1 0 0),

SrO(1 0 0), CaO(1 0 0), MgO(1 0 0), TiO2(1 1 0) and SiO2(0 0 0 1). The reduction of jQOj

demonstrates that the cation-oxygen bond is more and more covalent: it is mainly due to

the increase in the cation electronegativity, w0
M . Yet two other effects are also relevant,

although to a lesser extent. First, the cation ionic radius decreases in the series: this is directly

reflected in the values of the oxygen-cation first neighbor distance, R, and thus in the strength

of the resonance integrals, b, and of the Madelung potentials. Second, eO also varies in the

series because it is a self-consistent function of the charge QO. At this point it is interesting to

note that, in a given atom, parallel shifts of the outer and inner atomic levels generally occur.

The correlation between the variations of the 1s core level shifts and the oxide ionicity

pointed out by Vinek et al. may be rationalized in that way, provided that one neglects the

final state effects in the photoemission process [219].

The alternating lattice model thus stresses that the relevant parameter to discuss the ioni-

city of a compound is FB=(eM � eO)2, FB ¼ Zb2.

This conclusion is consistent with Phillip’s definition of ionicity [38], which relies upon an

analysis of the energy Eg, called gap in Ref. [38], which enters the expression of the optical

dielectric constant e(1) 	 1 þ o2
p=E2

g . Eg is generally larger than the smallest excitation

energy G (the true gap); it roughly represents the energy separation between the centers of

gravity of the valence and conduction bands. Phillips proposed to analyze it as:

Eg ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2

i þ E2
c

q
,

Ei and Ec representing the ionic and covalent contributions to Eg, respectively. In addition,

Phillips defined an ionicity scale of the compounds, in which the degree of ionicity is

equal to the ratio:

f ¼
E2

i

E2
i þ E2

c

:

In the context of the alternating lattice approach, it is possible to estimate the value

of Eg from the positions of the two delta functions which constitute the local densities of

states:

Eg ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(eM � eO)2 þ 4FB

q
,

so that the ionicity parameter f is equal to:

f ¼
(eM � eO)2

(eM � eO)2 þ 4FB

:

It is straightforwardly related to the charge transfer and to the oxygen electron number. The

alternating lattice approach gives a microscopic prescription to estimate the covalent and

ionic contributions to Eg.

The most significant results issued from literature are listed in Table IX for binary oxides

M2O, MO, M2O3 and MO2 (electronic configuration of the cations s–p, d0 and d10) and in

Tables X(a)–X(c) for 3d-transition metal oxides.
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TABLE IX Net Oxygen Charges (�QOx) for Binary Oxides from Various Sources (Electronic Configurations of
the Cations: s–p, d0 and d10).

M2O

Period Group Ia

2 Li2O 1.94 HF [220]

4 K2O 2 HF [220]

MO

Period Group IIa Group IIb

2 BeO 1.75 HF [221]
1.76 LDA [222]

3 MgO 1.83 LDA [223]
1.22 t.b. [215]
1.86 HF [224]
1.78 B3LYP [225]
1.74 PP-DFT-LDA [226]

4 CaO 1.83 HF [220] ZnO 1.88 LDA [222]
1.87 HF [227]
1.31 t.b. [228]
1.28 PP-DFT-LDA [226]

5 SrO 1.41 t.b. [229]
1.25 PP-DFT-LDA [226]

M2O3

Period Group IIIa Group IIIb

3 Al2O3 1.19 HF [234]
1.22 HF [220]
1.53 HF [224]
1.26 LDA [235]

4 Sc2O3 �1.52 LDA [230] Ga2O3 �1.07 LDA [230]

5 Y2O3 1.40 LDA [235] In2O3 1.35 DV-Xa [236]
1.07 t.b. [231]

6 La2O3 1.60 CNDO [232]
1.80 CNDO [233]

MO2

Period Group IVa Group IVb

3 SiO2 0.52 t.b. [229]
1.02 t.b. [238]
0.97 HF [239]
1.02 HF [220]

4 TiO2 0.81 t.b [229] GeO2 1.05 [239]
0.62 LSDA [240]
1.24 HF [241]

5 ZrO2 1.01 t.b. [237]
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5 DISCUSSION

We now present a discussion of the parameters which fix the values of the ionic charges.

As already discussed above, the purpose is not to obtain quantitative estimates for the

bulk charges in a given oxide, because these quantities remain controversial in the litera-

ture. Different authors obtain different estimates of the ionicity for the same compound,

e.g. in Al2O3 (Tab. IX), Fe2O3 or NiO (Tabs. X(b) and X(c)), or even different trends in

a given series, e.g. the alkaline-earth oxide series from MgO to BaO. Yet, it is interesting

to point out how the anion–cation charge transfer is related to the geometric character-

istics of the oxide, to the cation electronegativity and to the value of the optical dielectric

constant. Although the ionic charge cannot be unambiguously determined, it is worth-

while to stress the parameters upon which they depend because they characterize the

ionicity of an insulator. As far as oxides are concerned, various physical parameters

have been proposed: the cation ionic radius and formal charge; the cation electro-

negativity and the oxygen partial charge. In the previous section, the electronic structure

of oxides has been analyzed by means of different theoretical models. Noguera [216]

used them to point out how the arguments of electronegativity and partial charge are

related.

Equations (5) and (6) in Section 4 show that, in a Hartree scheme, there is a direct corre-

spondence between wi and the position of the effective outer levels ei. We have seen in the

previous section that the effective atomic energies ei strongly determine the electron sharing

between cations and oxygen in oxides, the oxygen charge being a decreasing function of

the ratio Zb2=(eM � eO)2. The parameters which fix eM have just been discussed. The

value of the cation ionic radius, on the other hand, is involved in the anion-cation first

neighbor distance R, upon which depend the resonance integrals b and, to a lesser extent,

the Madelung potential values. On the other hand, eO does vary from one oxide to another,

because it is a self-consistent function of the charge QO. At this point it is interesting to note

that, in a given atom, parallel shifts of the outer and inner atomic levels are expected. This

was shown, for example, by Pacchioni and Bagus [292], who assigned the variations in the

oxygen 1s binding energy in the alkaline-earth oxide series to the changes in the Madelung

potential.

5.1 Correlation Between Pa and Parameters Influencing the Ionicity

of Binary Oxides: vM and qOx

This discussion gives the bases to understand numerous experimental results in solid state

chemistry, adhesion science and heterogeneous catalysis and to explain the empirical classi-

fications of oxides based on the acid–base concept, optical basicity . . .
Various characterization methods have been developed to measure the number, the nat-

ure and the strength of acid and basic sites at the surface of solid catalysts. Acid–base

strength distribution of solid metal–oxygen compounds such as metal oxides sulfates,

phosphates, tungstates . . . has been measured on a common H0 (Hammet acidity function)

scale by Yamanaka and Tanabe [293, 294]. It had been found that the highest H0 values

for acid and basic sites generally coincide. The common value H0, max is, thus, the

relevant parameter representing the acid–base character of solid surfaces. A cor-

relation has been found between H0, max and the effective negative charges on combined

oxygens.

The technique of microcalorimetry allows a simultaneous determination of the strength

and energy distribution of adsorption sites [34]: relationships between the average adsorption
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heat of NH3 and CO2 have been found for 20 simple metallic oxides as a function of the ionic

character percentage and of the charge radius ratio.

The decomposition of aliphatic alcohols (dehydrogenation versus dehydration) has been

chosen as a test reaction to study the acid–base character of the catalytic sites of the oxides

[295–297]. On the basis of the dehydration reaction, sets of oxides can be classified in scales

of acid strength.

XPS measurements revealed a correlation of the position of the oxygen 1s core levels in

oxides with basicity. Oxides with weakly basic oxygens have their 1s core levels shifted

towards higher binding energy [219]. A correlation has been established between this energy

and the IEPS of several oxides [298–300].

The relation between the O1s energy and the acid–base properties of oxides has been

examined by numerous authors [219, 301–304]. Barr and Brundle [304] have proposed

to classify the metal oxides as covalent, ionic, or very ionic on the basis of O1s

core-level binding energy. The ionicity of several oxides has been estimated theoretically

using the modification of the Phillips–van Vechten electronegativity scale [38, 39], pro-

posed by Levine [40, 41]; the ionic character estimated in this way has been correlated

with the measured O1s core-level BEs. The underlying idea is that, when the electronic

charge around the oxide anion is reduced by the bonding overlap with the neighboring

cations, this will result in a more attractive potential at the oxygen nucleus and in a

corresponding increase of the O1s core-level BE. According to the classification pro-

posed by Barr and Brundle, normal ionic oxides with estimated ionicities ranging

between 76–89% according the Levine model exhibit an O1s BE of 530 � 0:5 eV.

In this class of materials, transition-metal oxides are found. For oxides such as SiO2

and Al2O3, the O1s BE is shifted to higher values, around 531–533 eV. The interpreta-

tion of this shift is that these oxides are more covalent and the O1s BE is larger because

the electron density around the oxygen is reduced. There are also oxides like Cs2O,

BaO, La2O3 . . . , where the O1s BE is shifted to lower values, about 528:5–529:5 eV.

In these cases, the oxides are assumed to be very ionic and to have an ionicity

around 95%.

These authors explain that the valence bands of group A oxides, which fall within the

ionic class (e.g. Na2O or CaO), are thus almost entirely dominated by electron density

from the O(2p) orbitals, the only contributions from metal valence orbitals being from

the small residual covalency. Within this group it has been found that this oxygen-domi-

nated valence band shifts slightly closer to the pseudo-Fermi edge as the oxygen becomes

more and more negative (i.e. as the percentage ionicity and the corresponding percentage

O(2p) contribution to the valence band increase). Thus, on moving to the left and down in

the periodic table for oxides formed from group A metals, the progressive small increase in

ionicity causes the leading edge of the valence band to move increasingly to lower binding

energies.

This ‘‘movement’’ of the O(2p) edge towards EF with increasing ionicity is stopped if large

density metal d bands are placed in the gap between the O(2p) band and EF, e.g. for the

group-B transition-metal oxides [305, 306]. Thus, most transition-metal oxides are consid-

ered as ionic oxides.

Figure 5 presents the correlation between the parameter Pa and the O1s binding energy for

oxides of IIIB group and various groups A and reveals a similar trend to that mentioned above.

The trend of ionic character in alkaline-earth oxides: MgO < CaO < SrO < BaO is

supported by the interpretation of several experiments like X-ray measures of charge density

[55, 56, 69], elastic constants [309], infrared spectroscopy [310] and indirectly by experi-

ments in heterogeneous catalysis [294, 295, 311], low-energy Dþ scattering [312] and

band-structure calculations [216, 313].
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On the other hand, cluster model [292] and PP-DFT-LDA [226] calculations are in direct

conflict with the conventional view and it is claimed that a covalent character increases as one

goes from MgO to BaO:

Oxide

MgO GaO SrO BaO Ref.

qM 1.95 1.88 1.85 1.82 [292]
1.74 1.28 1.22 [226]

From the cluster-model calculations, Pacchioni et al. [292, 313] concluded that the decrease

of the lattice Madelung potential and the involvement of the low-lying d levels of the cations

play an important role in the covalent orbital hybridization. The discrepancy between these

two approaches implies that the ionicity of the alkaline-earth oxides is a matter of great deli-

cacy and the accuracy of the calculated results is limited by the validity of the assumptions

made (see for example the discussion presented hereafter about MgO).

The correlations of the parameter Pa with wM (Fig. 2) and qOx (Fig. 6) show that:

– the cation electronegativity and the oxygen partial charge are the main parameters which

determine the oxide ionicity,

FIGURE 6 Plot of Pa vs. qOx (the oxygen partial charges have been established by Noguera et al. using an
alternating lattice model).
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– the semi-empirical scale of acidity=basicity constructed from thermochemical data leads to

the most reliable classification of binary oxides.

These conclusions are in agreement with the modern concepts of chemical reactivity: the

oxidizing power, the acidity, the basicity and the reducing power are steps along a continuum,

rather than distinct phenomena [314, 315].

5.2 Electronic Structure of Binary Oxides and Ionic Charges

Zaanen and Sawatzky [316] have classified the distinction between charge-transfer oxides

and correlated oxides and proposed a phase diagram for insulating systems relying upon

the values of D and Udd . This diagram is reproduced in Figure 7 [D and Udd values are

those of Refs. 243, 244 and 267].

For Udd > D, the band gaps of TM oxides are of a charge-transfer type essentially propor-

tional to D. The Mott-Hubbard regime is located in the region Udd < D: it is generally

accepted that early TM oxides are Mott-Hubbard insulators with a band gap of d–d type

and proportional to Udd .

The variation of Udd is relatively ill known because this parameter hides various phenom-

ena non-directly related to the d orbitals [317]. The rule that early transition metal oxides are

insulators of the Mott-Hubbard type should not be applied without care.

FIGURE 7 Zaanen-Sawatzky D-Udd diagram for various 3d-transition-metal oxides giving the nature of the
insulating state as a function of the cation-cation charge fluctuation energy Udd and the energy D for anion-cation
charge transfer.
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In the classical models, the cations of some early transition metal compounds have a d0

outer electronic configuration as for titanium in TiO2 or for yttrium in Y2O3. Two charge

transfer excitations are then required to bring two cations in a d1 state, before a charge fluc-

tuation may occur d1 þ d1!d0 þ d2 with an energy U. The total energy of this process is

thus equal to 2Dþ U , it is always much larger than D. The effect is similar for cations with a

d10 configuration. Transition metal oxides with d0 or d10 configurations are generally charge-

transfer insulators. Theoretical and experimental studies on the electronic structure of M 2O3

oxides (M ¼ Ti, V, Cr, Mn, Fe) by systematic analysis of high-energy spectroscopy (XPS and

BIS) show that the M 2O3 oxides from Ti2O3 to Mn2O3 are classified as intermediate-type

insulators between charge-transfer and Mott-Hubbard insulators, and Fe2O3 is in charge-

transfer insulator [267].

Although the quantum methods require a much larger computational effort than classical

approaches, they have now been applied to as wide a range of systems as the latter. For exam-

ple, they have been used to describe not only the cohesive properties, such as the bulk structural

parameters, the bulk modulus and the electronic structure, but also structural phase transitions

under pressure, defects (substitutional impurities, vacancies, etc) and magnetism. Nevertheless,

it is necessary to resolve the existing discrepancies between theory and experiment that still

exist despite the large number of studies reported in the literature.

The calculations based on the DFT theory yield the band dispersion, the charge density

around the atoms, and the gap width if states are expanded on an over-complete basis set.

Yet, in the standard LDA approximation, the calculated band gaps are always narrower

than measured ones.

The ab initio Hartree–Fock method yields the band structure, charge density maps, the gap

width and the total energy. The calculated gap widths are always much larger than the experi-

mental values and the Mulliken charges overestimated. Table XI presents the latest results

for various transition metal oxides obtained by the ab initio HF method and by density-

functional theory calculations.

In a recent study, Bredow and Gerson [225] applied first-principles methods to quantum-

chemical calculations of bulk properties for the isostructural oxides MgO, NiO and CoO. The

effect of electron correlation and exchange is studied by comparing results obtained with

TABLE XI Comparison of Electronic Properties for 3d-metal Oxides: Net Charges (qM), Number Electrons in the
Md Shell (nd), Spin Moments (m) and Band Gap (eV).

Compound

TiO2 Ti2O3 Fe2O3 NiO

HF
qM 2.49 2.16 2.62 1.86
nd 1.25 5.3 8.1
m 4.74 1.91
Gap
Ref. [241] [248] [266] [318]

DFT-LSDA
qM 1.24 1.05 1.86–2.03 1.50
nd 8.44
m 3.85 1.19
Gap 1.8 1.42
Ref. [240] [240] [268] [318]

Experimental Values
m 4.9 [319]; 4.58–4.45 [320] 1.64–1.90 [102, 321, 322]
Gap 3.0 0.02 2.0 3.8
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the Hartree–Fock (HF) method and approaches based on the density-functional theory

(DFT). The accuracy of the various standard methods is investigated by a comparison of

the calculated geometric, energetic, and electronic properties with experimental data from

the literature.

The oxides were modeled with three-dimensional periodic structures using the crystalline-

orbital program CRYSTAL98 [323]. Six standard first-principles methods have been

employed for the quantum-chemical calculations: (1) the HF method, which has been used

in previous CRYSTAL studies, (2) HF and electron correlation described by the correlation

functional of Lee, Yang and Parr (LYP) (HF þ LYP) [208], (3) a combination of Becke’s

three-parameter exchange functional with the LYP correlation functional (B3LYP) [209],

(4) the Becke–LYP (BLYP) DFT method [207], (5) the Perdew–Burke–Ernzerhof (PBE)

DFT method [324], and (6) the Perdew-Wang PWGGA-DFT method [325] all based on

the GGA. The comparison of the first two methods, HF and HF þ LYP, allows for an inves-

tigation of correlation effects. The LYP functional was chosen since it is also part of the

hybrid method B3LYP and the pure DFT method BLYP, and it is possible in this way to

study different theoretical descriptions of exchange with the same correlation formalism.

The two outer DFT methods, PBE and PWGGA, are examples of recent developments in

DF theory and have been taken into account for further comparison.

The comparison of the bulk properties for MgO, NiO and CoO calculated using the

six standard first-principles methods with the experimental data is presented in

Tables XII(a)–XII(c).

The HF method drastically underestimates all three binding energies, which indicates that

important contributions of the metal–oxygen interaction are missing.

All three DFT methods strongly underestimate the band gaps of all three compounds and

give a valence-band structure for NiO and CoO, which is contrary to recent experimental

considerations. This has been attributed to the theoretical description of exchange by the

various density functionals, which is an approximation to the exact exchange potential.

The B3LYP method is the only approach among those investigated that gives reasonable-to-

good agreement with experiment for all properties that were taken into account in the present

study. It is therefore the best choice for comparative investigations on different oxides of

main-group elements and transition metals. Other methods, however, give better performance

than B3LYP in particular cases.

De Graaf and Illas [331] have presented a combined periodic and cluster model approach to

the electronic structure and magnetic interactions in the spin-chain compounds Ca2CuO3 and

Sr2CuO3. Periodic calculations indicate that an interpretation in terms of a charge-transfer

insulator is the most appropriate one, in contrast to a suggestion of a covalent correlated

insulator recently reported in the literature.

TABLE XII (a) Calculated Bulk Properties for MgO: Lattice Constant a (Å), Heat of Atomization per MgO Unit
DHa, Band Gap, Fermi Level EF (eV), and Mulliken Charges q (a.u.).

Method

RHF RHFþLYP B3LYP BLYP PBE PWGGA Expt.

a 4.20 4.09 4.23 4.28 4.25 4.25 4.212*
DHa 7.28 9.51 9.59 9.56 10.09 10.22 10.26*
Band gap 16.5 17.5 7.6 5.3 5.3 5.2 7.8y

EF �8.2 �8.9 �4.4 �3.2 �3.2 �3.6
q 1.87 1.85 1.78 1.78 1.78 1.79

*Ref. [326].
yRef. [327].
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The most significant results are obtained using the B3LYP method:

Band gap (eV) J1 (meV) Mulliken charges

Sr2CuO3 Cu Sr O
Exp. 1.5 �146 to �225
UHF �16 �43.7 þ1.8 þ1.9 �1.9
B3LYP 1.82 �355 þ1.5 þ1.8 �1.7

Ca2CuO3 Cu Ca O
Exp. 1.7
UHF �16 �45.7 þ1.8 þ1.9 �1.9
B3LYP 1.53 �339

For 3d transition metal oxides, the strong mixing between the M3d and O2p levels is

reflected by an enhancement of the ground-state occupation number nd relative to the

TABLE XII (b) Calculated Bulk Properties for AF2 Antiferromagnetic NiO: Lattice Constant a, Difference Da to
Ferromagnetic State (Å), Heat of Atomization per NiO Unit DHa, Difference to Ferromagnetic State DDHa, Band
Gap, Fermi Level EF (eV), Mulliken Charges q (a.u.), and Atomic Spin Moment ms (mB).

Method

UHF UHFþ LYP B3LYP BLYP PBE PWGGA Expt.

a 4.26 4.16 4.23 4.23 4.18 4.18 4.177*
Da �0.005 �0.009 �0.006 �0.034 �0.078 �0.013
DHa 5.93 8.43 8.11 8.17 8.90 9.00 9.5*
DDHa þ0.018 þ0.028 þ0.103 þ0.272 þ0.323 þ0.28
Band gap 14.7 15.2 4.2 0.4 0.5 0.4 3.8y

EF �8.2 �8.9 �4.2 �2.2 �2.3 �2.4 �4.4z

q 1.88 1.86 1.67 1.53 1.55 1.54
ms 1.92 1.91 1.68 1.34 1.33 1.33 1.64–1.90}

*Ref. [326].
yRef. [327].
zRef. [328].
}Refs. [329, 330].

TABLE XII (c) Calculated Bulk Properties for AF2 Antiferromagnetic CoO: Lattice Constant a, Difference Da to
Ferromagnetic State (Å), Heat of Atomization per CoO Unit DHa, Difference to Ferromagnetic State DDHa, Band
Gap, Fermi Level EF (eV), Mulliken Charges q (a.u.), and Atomic Spin Moment ms (mB).

Method

UHF UHFþ LYP B3LYP BLYP PBE PWGGA Expt.

a 4.35 4.24 4.29 4.26 4.22 4.22 4.260*
Da �0.003 �0.003 �0.010
DHa 5.84 8.29 8.48 8.86 9.74 9.86 9.45*
DDHa þ0.008 þ0.016 þ0.074 þ0.171 þ0.182 þ0.274
Band gap 14.2 14.4 3.5 0.8 0.8 0.8 2.6y

EF �8.1 �8.9 �3.4 �1.7 �1.9 �2.0 �4.9z

q 1.88 1.86 1.68 1.54 1.56 1.55
ms 2.91 2.88 2.69 2.42 2.42 2.32 3.35–3.8}

*Ref. [326].
yRef. [327].
zRef. [328].
}Refs. [329, 330].
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value in a purely ionic picture. For the formally d0 compounds, the values of nd and Pa indi-

cate an increasing covalency from Ti to Mn:

TiO2 V2O5 CrO3 KMnO4

Pa 0.6 2.2 6.1 9.6
nd �1 1.3 �5
Ref. [244] [244] [332]

In Ti and V series, the values of nd reveal a large covalency (except for MO oxides) mainly

due to the large value of ( pds). Zimmermann et al. [246] obtain for nd 1.3, 1.9 and 2.6

instead of the formal occupations 0, 1, 2 for V2O5, VO2 and V2O3, respectively.

A cluster-type molecular calculation by Sousa and Illas [333] using ab initio Hartree–Fock

wave-functions for the Ti and O ions has also found a considerable hybridization along the

Ti��O bond, with an increasing covalency in the TiO, Ti2O3 and TiO2 series. This study

predicts an 85% ionic desorption for TiO, 78% for Ti2O3 and 57% for TiO2, with the net

d-electron numbers being 2.3, 1.6 and 1.7, respectively. This is in agreement with the nd

values of 2.6 and 1.1 found by Bocquet et al. [243] for TiO and TiO2, and the increasing

order of ionicity from d0 to d2 matches the trend found for D.

The early TM compounds are characterized by a large p–d hybridization, making the

distinction between the charge-transfer regime and the Mott-Hubbard regime less clear.

Thus the strong covalency in these compounds arises from the strength of the hybridization,

in spite of the general trend of increasing D within any series of compounds as we go from

Fe to Ti. This is in contrast to the late TM compounds, where strong covalency arises from

the closeness of the p and d levels, resulting in a small value of D.

Mackrodt and Williamson have reported first principles periodic Hartree–Fock calcula-

tions of manganese oxides: MnO, LiMnO2, MnO2 and CaMnO3 from which direct evi-

dence is presented to indicate that the valence state remains essentially d5 throughout

the series.

In the past, KMnO4 or better (MnO�
4 ) has served as a model compound to test

theoretical ab initio quantum calculations [334, 335] of increasing sophistication. These

calculations showed that the average d-occupation of the Mn ion is close to 3d5. The

deviation from the ionic picture, corresponding to an empty Mn 3d shell, is due to

electron–electron correlations at the metal ion site and its strong hybridization with the

surrounding ligand shell. Reinert et al. [332] concluded from photoemission (core-level,

valence band) data on KMnO4 that the Mn 3d occupation is indeed close to 3d5.

These data suggest that all the valence states of manganese higher than Mn(I) have a

predominant d5 component:

Pa nd qMn m Ref. mexp Ref.

MnO �5.7 5.11 1.86 4.92 [254] 4.58 [322]
4.79 [102]

Mn2O3 0.4 4.72 [253]
LiMnO2 4.85 2.03 3.95 [256]

1.82 4.82 [254]
Mn3O4 II 4.62 1.86 4.90 [261] 4.65–5.34 [336]

2.14 4.08 [254] and
Mn3O4 III 5.10 2.29 3.95 [261] 3.25–3.64 [337]
MnO2 4.7 4.68 2.14 3.28 [254]
KMnO4 9.6 �5 [332]
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The agreement between nd and Pa (limited to available data) is satisfactory for MO and

M2O3 oxides:

TiO VO MnO FeO CoO NiO CuO

nd 2.05–2.22 3.14 5.11 6.2 7.2 8.2� 0.1 9.4� 0.1
Pa �5.7 �4.4 �4.8 �3.6 �2.8

Ti2O3 V2O3 Cr2O3 Mn2O3 Fe2O3 Co2O

nd 1.7 2.75 3.6 4.72 5.3 6.27
Ref. [247] [244, 2.46] [244] [253] [244] [338]
Pa �0.3 0.4 �2.1

CO3þ in LiCoO2 Ni2O3 Ni3þ in LiNiO2

nd 6.62 7.25 �7.65
Ref. [269] [338] [274, 275]

Yet, the experimental results related to LS Co3þ and Ni3þ in LiMO2 are incompatible

with the conclusions of an ab initio HF study of corundum like M 2O3 oxides (M ¼ Ti,

V, Cr, Fe, Co, Ni) [338]: the analysis of the spin polarization of electron transfer from

O2� to M 3þ shows that only minority-spin electrons are transferred from M ¼ Fe, Co

and Ni, while the total transfer is doubled for the other oxides by the majority-spin

contribution.

5.3 Comparison of Calculated Ionic Charges and Observed

Charges Deduced from Orbital Expansion Spectroscopy

The ligand field theory has been successful in explaining the optical properties of tran-

sition metal ions in crystals. The multiplets of the TM ions in the octahedral (or tetra-

hedral) symmetry are expressed in terms of the Racah parameters B and C and the

crystal-field parameter (D). However, these parameters are determined from the optical

spectra under a certain trial assignment of the observed bands. Therefore, the correct

parameters cannot be obtained unless the optical spectrum of the material is available

and well understood. Even if the correct parameters are determined from the experimen-

tal data, the meanings of the parameters are somewhat ambiguous, since the different

physical contributions, covalency, electron correlation and finite size of the ions, are

absorbed in the empirical parameters during the fitting process, although this was one

of the essential reasons for the great success of the ligand field theory as an empirical

method.

Interestingly, when Figure 8 is compared with Table XIII, it is concluded that, for oxides:

– the ionic charges calculated by cluster molecular orbital methods are largely

underestimated,

– hybrid methods, such as the so-called B3LYP which combines the HF exchange term with

the Becke and Lee–Yang–Parr functionals yields the most significant results while ab initio

HF calculations overestimate the Mulliken charges,

– the effective charges deduced from LF analysis of d–d spectra are underestimated but

present a satisfying coherence with calculated data.
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FIGURE 8 Plot of Pa vs. calculated ionic charges qOx.
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The changes in ground-state covalency with anion electronegativity has been interpreted for

nickel oxides and halides using photon spectroscopies (XPS, UPS and XAS) and may be cor-

related with the results of ligand field spectroscopy:

nd (Av. value) qNi b35 yN(K)

NiO 8.23 1.88*–1.68y 0.77 525
Mg1�xNixO 0.83
KNiF3 8.10 1.85* a 0.93 275
KMgF3:Ni2þ 0.94
NiF2 8.11 1.85* b 0.94
NiCl2 8.31 0.79
NiBr2 8.40 0.73

*ab initio HF calculations: aRef. [345]; bRef. [346].
yB3LYP method.

In the ease of highly ionic bonds in fluorides, no significant influence of the magnetic struc-

ture on the nephelauxetic ratio has been observed [162, 163].

6 CONCLUSION

The electronegativity and acidity scales are the most significant semi-empirical concepts for

predicting the trend of bonding character in iono-covalent binary oxides. A satisfactory cor-

relation between the data issued from the acidity scale and the calculated ionic charges has

been established.

Ionic charges deduced from d–d spectra in their representation as point charges are under-

estimated and strongly influenced by magnetic interactions in ferrimagnetic or antiferromag-

netic oxides and by the inductive effect of competing bonds.

It seems experimentally clear (from XPS and LF spectroscopies) that the covalency of

divalent oxides is somewhat larger than that of fluorides.

The comparison of experimental and theoretical data for transition metal oxides supports

the following conclusions:

– the strong hybridization in the early TMOs leads to a destabilization of an ionic ground

state and to a pronounced mixing of configuration jdnþqLqi,

– in contrast, in the late TMOs characterized as charge transfer insulators, the 3d electrons

present a more localized character. The cross-over from the dominance of covalency to that

of on-site Coulomb correlation occurs between Cr2O3 and Fe2O3.

Very recent studies show that the hybrid methods such as the B3LYP method, which is a

combination of Becke’s three parameter exchange functional and the Lee–Yang–Parr correla-

tion functional lead to more reliable results for the description of structural, energetic and

electronic properties of binary monoxides than those from standard methods.
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APPENDIX

During the wording of this review, a number of interesting papers that provide new informa-

tion have appeared. We shall briefly comment on their contents and give the references such

as to allow the reader to have access also to the most recent literature in this field.

A self-consistent tight-binding method for the prediction of the magnetic-spin structures in

solids has been introduced by Zhuang and Halley [347]. The Mulliken charges of manganese

determined for MnF2 and bMnO2 are, respectively, 1.72 and 2.15e.

A comparative study of the electronic structure of two laser crystals: BeAl2O4 and LiYF4

reveals that BeAl2O (qBe ¼ 1:56e; qAl ¼ 1:8e) has a significant amount of covalent mixing

while LiYF4 is a highly ionic crystal [348].
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An HF study of the Si��O and P��O bonds in three apatites (Ca10(PO4)6F2,

Ca4La6(SiO4)6F2 and Ca2La8(SiO4)6O2) shows that these bonds appear to have a mostly

covalent character as expected. The Mulliken charges for the atoms in the three apatites

calculated within the HF method at the optimized geometries are in good agreement with

different experimental data:

qP qSi

Calculated þ1.35 1.75–2
Experimental þ1[350] þ0.70 [351] 1.55–2.10 [75–78].
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