
Word Stru
ture in the Voyni
h Manus
riptJorge Stol�Institute of Computing, Univ. of Campinas13083-970 Campinas, SP - Brazilstolfi�d

.uni
amp.brAbstra
tWe give here a paradigm (
ombinatorial des
ription) of `typi
al' words from the Voyni
hManus
ript (VMS), namely a fairly restri
tive grammar whose language 
ontains 95% theword o

urren
es of the manus
ript ( % of all distin
t words). We also give frequen
y
ounts for the various 
omponents of the typi
al word, as de�ned by the model. Theparadigm is shown to hold, with similar 
omponent frequen
ies, not only for words from allse
tions, but also for the �gure labels.1 Introdu
tionThe Voyni
h manus
ript (VMS) is an an
ient medi
al/astrologi
al treatise, written in anunknown s
ript or 
ode whi
h has resisted de
ipherment for nearly four 
enturies. Thisba�ing manus
ript has be
ame a vexing 
hallenge for 
ryptologists and paleographers,amateur and professional alike. The analysis of its bizarre text raises several interestingproblems in statisti
s and 
omputational linguisti
s as well | su
h as, how 
an we tellwhether there is a meaningful message to be de
oded?The text of the VMS is 
omposed of dis
rete symbols, and is 
learly divided into word-like symbol groups by fairly distin
t spa
es. It has long been known that those Voyni
hesewords have a non-trivial internal stru
ture, manifested by 
onstraints on the sequen
e andposition of di�erent symbols within ea
h word. This note des
ribes new stru
tural paradigmfor Voyni
hese words, that is signi�
antly more detailed and 
omprehensive than previousmodels.The nature and 
omplexity of the new paradigm, and its fairly uniform �t over allse
tions of the manus
ript (in
luding the labels on illustrations), are further eviden
e thatthe text has signi�
ant 
ontents of some sort. Moreover, the paradigm imposes severe
ontraints on possible de
ipherment theories. In parti
ular, it seems highly unlikely thatthe text is a Vigen�ere-style 
ipher, or was generated by a random pro
ess, or is a simpletransliteration of an Indo-European language. On the other hand, the paradigm may be
ompatible with a 
odebook-based 
ipher (like Kir
her's universal language), an inventedlanguage with systemati
 lexi
on (like Dalgarno's), or a non-European language with largelymonosyllabi
 words. 1



In se
tion 2 we summarize the history of the manus
ript; in se
tions 3{?? we des
ribethe known features of the book and its s
ript. In se
tion ?? we look more 
losely at thestru
ture of words, and, in se
tion ??, we des
ribe the new word model whi
h is the maintopi
 of this paper. ?[Con�rm.℄2 A brief historyThe manus
ript is named after the Russian-Ameri
an antiquarianW. Voyni
h, who a
quiredit in 1912 from from the library of a Jesuit 
ollege near Rome. The book now resides inYale's Beine
ke Library, under 
atalog number MS 408 [?, ?℄. Nothing de�nite is knownabout its author and pla
e of origin. Based on stylisti
 and material eviden
e, the book isbelieved to have been written in the late 15th or early 16th 
entury, within the European
ultural sphere; but even these meagre 
on
lusions 
annot be trusted, sin
e the book maywell be an European 
opy of an older and more exoti
 original.The do
umented history of the manus
ript has now been tra
ed ba
k to Prague in the17th 
entury [?℄. Its earliest 
on�rmed owner was Georg Bares
h | an otherwise obs
ureal
hemist, to whom the book was already a ba�ing mystery [?, ?℄. We also have a faints
ribble in the margin of the 
over page whi
h is believed to be the signature of JakubHor�
i
ky de Tepene�
 (1575-1622), in Latin Ja
obus Sinapius, 
hief physi
ian of EmperorRudolf II of Bohemia (1552-1612). What we know of Ja
obus's life and ba
kground makeshim an unlikely author, but a plausible owner of the manus
ript prior to Bares
h [?℄.For the book's history before Ja
obus, our only 
lue is a 
over letter found atta
hed tothe manus
ript, from Charles University's re
tor J. M. Mar
i to the Jesuit s
holar A. Kir
herin Rome [?, ?℄. That letter, dated 1665, does not mention Ja
obus, but quotes a 
laim byMar
i's friend R. Mnishovsky that the manus
ript on
e belonged to Rudolf, who believedit to be a Roger Ba
on original.Although Mar
i himself de
lared that he was \suspending his judgement" on the matter,the Ba
on hypothesis was taken quite seriously by Voyni
h. Working under that assumption,he identi�ed the English s
holar John Dee (1527-1608), as the person most likely to have
arried the VMs to Prague [?℄. This hypothesis had some strong arguments in its favor:Dee himself was a foremost 
olle
tor of Ba
on manus
ripts, was extremely interested in
ryptography, al
hemy, and o

ult s
ien
es, owned several books written in mysteriousalphabets, and lived in Bohemia from 1584 to 1588 and made friends with several membersof Rudolph's 
ourt.Voyni
h's Ba
on/Dee hypothesis was widely a

epted until a few years ago, and ledmany would-be de
ipherers to assume that the undelying language of the VMS was Latin,or possibly medieval English [?℄. Unfortunately, experts in Ba
on's work 
atly reje
t thepossibility that he was the VMS author [?℄; and no mention of the VMS has been foundin Dee's quite detailed diaries. Thus, although Rudolf (who was indeed an avid 
olle
torof ar
ana) may well have owned the manus
ript, and may have believed it to be Ba
on's,there is no signi�
ant eviden
e that the manus
ript 
ame from England, or that John Deehad anything to do with it. The Ba
on/Dee hypothesis having thus been dis
redited, we2



are now left any 
lue about the origin and language of the manus
ript.Over the last 80 years, several people have 
laimed to have de
iphered the VMS, andfound it to 
ontain all sorts of material | from Khazar diplomati
 
orresponden
e in earlyUkranian [?℄, to Cathar death rituals in a Fren
h-German pasti
he [?℄. Unfortunately, allthese \solutions" leave so mu
h freedom to the reader (by assuming a lossy en
oding s
heme,and/or a lost diale
t, and/or highly variable spelling) that they 
ould be used to extra
tequally (im)plausible 
ontents from any random string of symbols. Most serious studentsof the manus
ript reje
t those solutions, and still regard the VMS \
ode" as a 
ompletemystery.Good (if somewhat dated) introdu
tions to the VMS puzzle and its history 
an befound in the books by M. D'Imperio [?℄ and D. Kahn [3℄, and in several magazine andnewspaper arti
les [?, ?, ?, ?℄. A more detailed and up-to-date a

ount, available throughthe Internet, is being maintained by R.Zandbergen [?℄. James Reeds has 
olle
ted anextensive bibliography [?℄, that already lists several books and over a hundred arti
lesdevoted to the VMS. Reprodu
tions of the manus
ript 
an be bought from Beine
ke Library,and sele
ted page images are available at their internet site [?℄ as well as in many of thepubli
ations 
ited above.Interest in the manus
ript has grown 
onsiderably over the last de
ade, after digital tran-s
riptions of the text be
ame freely available [?, ?, ?℄. At present, most of the known VMSresear
h e�orts are being 
arried out by an informal study group, s
attered over the globe,
ommni
ating through an ele
troni
 mailing list 
reated and maintained by J. Gillogly [?℄.3 The bookThe Voyni
h manus
ript measures about 16 by 23
m when 
losed. It 
onsists of about 58sheets of prepared 
alfskin (vellum), of various sizes, folded into 116 leaves (folios). Someof the leaves are oversize, and fold out to display 2, 3, 4, or 6 physi
al pages (panels) onea
h side. All together, the book 
ontains 265 panels. The vellum sheets are gathered into20 nested sets (quires) 
ontaining from one to 6 sheets. A detailed des
ription of the foliosequen
e and quire stru
ture was 
ompiled by J. Reeds [?℄.We know that the book was re-bound at least on
e after it left the hands of its author;and it is quite obvious that some of the sheets were bound in the wrong order. The quiresand folios are numbered | but the numbers must be apo
ryphal, sin
e they agree with the
urrent (wrong) physi
al order. Gaps in the numbering do reveal, however, that at least 14folios have been lost. In fa
t, some of those missing folios appear to have been 
ut awayfrom the already bound book.The standard VMS page numbering s
heme, whi
h we follow in this report, is basedon the folio numbers penned on the manus
ript itself, suÆxed with `r' for re
to and `v'for verso. The multiple panels of fold-out pages are identi�ed by an additional digit suÆx,starting with 1 at the panel next to the binding gutter and in
reasing outwards. Thus,for example, page f70v2 is a part of the ba
k side of folio 70, whi
h is a fold-out leaf |spe
i�
ally, the se
ond panel away from the bound edge.3



3.1 Handwriting styleAlmost every page 
ontains some text, and most pages are illustrated with freehand pendrawings or diagrams, some of them quite 
omplex. Sometimes the 
ontents of a logi
alpage extends a
ross a fold, spanning two or more adja
ent panels.Magni�
ation of the text shows that the writing ink was applied with a split pen or quill,with a squarish nib, held with the right hand and somewhat tilted relative to the page'sverti
al edges | all very typi
al of do
uments from that epo
h. The book was examinedin 1942 by A. H. Carter, a handwriting expert, who stated quite 
on�dently that the entiretext was the work of a single person, who probably also penned the �gure outlines.On the other hand, US Navy 
ryptographer P. Currier dis
overed in 1960 that largesets of pages with apparently similar 
ontents 
ould be partitioned into two sets with verydi�erent word distributions, whi
h he named \language A" and \language B." Currierfurther 
laimed that ea
h set was in a visibly di�erent handwriting, but this subje
tive
laim does not seem to be widely shared among VMS investigators.A possible resolution for these 
on
i
ting views, whi
h seems to be supported by laterstatisti
al analyses [?, ?℄, is that the two subsets in question were written by the same personbut on two separate o

asions. The book was almost 
ertainly 
omposed over a period ofseveral months or years (the text and ink drawings alone must have required several hundredman-hours of work, ex
lusive of resear
h and planning); so it is quite 
on
eivable that thethe author's vo
abulary, style, and handwriting evolved through the proje
t, enough toexplain the di�eren
es seen by Currier.Re
ently, S. Toresella | an expert in medieval herbals | observed a strong resemblan
ebetween the Voyni
hese s
ript and the humanisti
 hand: a rounded, upright writing style,that was popular in Europe for a few de
ades around 1500, before being displa
ed by theslanted and 
ompa
t itali
 hand [?℄. This rather tenuous 
onne
tion is a
tually the best
lue we have as to the date of the manus
ript.3.2 ColorsThe only instan
es of 
olored writing are two oversize symbols on the �rst page (f1r), andsmall amount of text (a single line, and a single ring around the diagram) on page f67r2 |both in red ink.On the other hand, most �gures have been 
olored, with a wide variety of paints andinstruments. The 
olors often seem to have been 
hosen rather 
asually, either for theirde
orative value, or a

ording to simple 
onventions. On page f16v, for example, we seea plant whi
h had its star-shaped leaves painted red, and its leafy 
ower painted green.Moreover, the paint was often applied rather 
rudely, with little regard to the pennedoutlines.The a sloppiness of the �ll-in painting stands in 
ontrast to the 
are that was obviouslyinvested in the text and penned �gure outlines. It is quite possible, therefore, that some ofthe �ll-in paints (if not all of them) were applied by later owners; and we should be waryof any intrepretations of the �gures that are based on their 
olors. These doubts 
ould4



perhaps be resolved by a 
areful exhamination of the original; and a s
ienti�
 analysis ofthe paints, inks, and stains may be able to provide some useful 
lues.3.3 The se
tionsAlthough the illustrations are quite unusual and diÆ
ult to interpret, they allow us to assignalmost every page to one of six quite distin
t 
lasses, a

ording to its 
ontents:� herbal: a plant drawing, and a 
ouple of paragraphs of text.� 
osmologi
al: a diagram | usually 
ir
ular and divided into se
tors, often showingstars, the sun, or the moon | surrounded by rings of text.� zodia
al: a 
ir
ular diagram, having at its 
enter a pi
torial symbol from the zodia
,surrounded by two or three rings of text and bands of stars (either 15 or 30 per page),ea
h with a short label and 
anked by a tiny female �gure.� pharma
euti
al: two or three short paragraphs, alternating with rows of pi
tures ofleaves and roots, some of them labeled.� biologi
al: a long text, apparently 
ontinuous a
ross page boundaries, 
owing aroundone or more illustrations. These show many small female �gures bathing in bizarreassemblies of tubs and 
onduits, some of them resembling body organs.� starred-items (or re
ipes): several dense paragraphs of text, ea
h marked with a star-like \bullet" in the left margin, without any illustrations.These page 
lasses are 
onventionally 
alled se
tions. It must be stressed that the se
tionnames above are merely 
onventional labels for super�
ially homogeneous but dissimilarsubsets of the pages. In parti
ular, the true 
ontents of the pharma
euti
al, biologi
al, andstarred-items se
tions is essentially unknown.Some VMS investigators distinguish a separate astronomi
al se
tion, 
onsisting of those
osmologi
al pages that 
ontain obvious depi
tions of the sun, moon, and stars. In addition,there are a few isolated pages without illustrations, usually at se
tion boundaries, whose
lassi�
ation is un
ertain; we have 
hosen to bundle them together into the unknown pseudo-se
tion.Table 1 lists the pages traditionally assigned to the major se
tions. As the table shows,some se
tions | in parti
ular, herbal and pharma
euti
al | a
tually 
onsist of two or moreblo
ks of 
onse
utive pages, separated by material belonging in other se
tions. Moreover,while most se
tions seem to be fairly homogeenous with respe
t to Currier's language 
las-si�
ation, the herbal pages 
an be split into two subsets on that basis, whi
h are labeled heaand heb in the table. (Although the two subsets are presently interleaved and s
attered allover the manus
ript, it turns out that the four pages in the same vellum sheet are always inthe same language. Therefore, the s
rambling may well be the result of improper bindingby a later owner.) 5



SizeSe
tion Sbse
. Pages Symbs. Page listherbal (A) hea hea.1 84 27931 f1v(21)f11v, f13r(26)f25v,f27r(8)f30v, f32r+v, f35r(8)f38v,f42r+v, f44r(4)f45v, f47r+v, f49r,f51r(8)f54v, f56r+v.hea.2 10 3783 f87r+v, f90r1(4)f90v1, f93r+v,f96r+v.herbal (B) heb heb.1 26 12755 f26r+v, f31r+v, f33r(4)f34v,f39r(6)f41v, f43r+v, f46r+v, f48r+v,f50r+v, f55r+v, f57r, f66v.heb.2 6 2471 f94r(6)f95v1.
osmologi
al 
os 
os.1 1 454 f57v.
os.2 14 7966 f67r1(14)f70r2.
os.3 4 4597 f85r2, f86v4, f85v2, f86v3.zodia
al zod zod.1 12 6562 f70v2(12)f73v.biologi
al bio bio.1 20 31415 f75r(20)f84v.pharma
euti
al pha pha.1 6 4581 f88r(6)f89v1.pha.2 10 7189 f99r(10)f102v1.starred-items str str.1 2 3438 f58r+vstr.2 23 52179 f103r(12)f108v, f111r(11)f116runknown unk unk.1 1 833 f1r.unk.2 1 623 f49v.unk.3 1 195 f65r+v.unk.4 1 1471 f66r.unk.5 1 1621 f85r1.unk.6 1 2261 f86v6.unk.7 1 1707 f86v5.unk.8 1 8 f116v.missing xxx xxx.1 2 { f12r+v.xxx.2 14 { f59r(12)f64v, f74r+v.xxx.3 4 { f91r(4)f92v.xxx.4 4 { f97r(4)f98v.xxx.5 4 { f109r(4)f110v.Table 1: The main se
tions of the Voyni
h manus
ript. The notation`f1v(21)f11v' means `21 
onse
utive logi
al pages, from leaf 1(verso) to leaf11(verso), in
lusive'. Se
tion xxx 
omprises those pages that are known to havebeen lost. The symbol 
ounts are approximate (see se
tion ??).
6



4 The Voyni
hese s
riptThe most striking feature of the book is its s
ript, whi
h bears no visible relation to anyknown writing system in the world, living or extin
t | and must therefore be an originalinvention of the author. See �gure 1.

Figure 1: A sample of the VMS s
ript (page f11r). Courtesy of Yale's Beine
keLibrary (get permission!).Most of the 
ontinuous text 
onsists of paragraphs, like those shown in �gure 1, spanningthe usable width of the page | with a fairly even margin on the left, a more ragged oneon the right, and a left-justi�ed partial line at the bottom. Some text is in
orporated intodiagrams, either in 
ir
ular bands (almost always 
lo
kwise, usually starting near the 10o'
lo
k position), or along radial lines (outwards or inwards). Many �gures have short labelswritten next to them.The layout of the main text strongly implies that it was written in lines from left toright, top to bottom; a 
on
lusion that is 
on�rmed by observing how the ink density variesalong a line, and how the spa
ing between 
hara
tes varies next to �gures or vellum defe
ts.It is obvious also that, in most 
ases, the text was written after the illustrations had alreadybeen drawn | or at least sket
hed.4.1 Glyphs, tokens, and wordsThe pen strokes are fairly 
lear and deliberate | i.e. \printed" rather than 
ursive. Thestrokes are obviously organized into glyphs, where ea
h glyph 
onsists of a few 
onne
tedpen strokes, usually separated from adja
ent glyphs. The glyphs are laid out horizontallyon top of an imaginary baseline, with o

asional as
enders and des
enders | mu
h in theway of modern Roman letters. The vast majority of the glyphs seem to be instan
es of afairly small repertoire of dis
rete symbols.The glyphs in turn are 
learly grouped into word-like segments by interword spa
es thatare noti
eably wider than the normal gaps between 
onse
utive glyphs. Following standardparsing nomen
lature, we will 
all those text segments tokens, and use word to mean an7



abstra
t sequen
e of symbols, independently of its o

uren
e in the text. Thus the senten
e\the man 
an open the 
an" 
ontains six tokens but only four words.The glyph statisti
s of line breaks are fairly similar to those of inter-word spa
es, sug-gesting that lines were generally broken at word boundaries. The same observation appliesto gaps in the text due to intruding illustrations. Like most medieval manus
ripts, theVMS 
ontains no obvious pun
tuation marks; thus, even though ea
h paragraph is a singlesequen
e of words, we 
annot assume that it is a single senten
e.4.2 The basi
 glyphsMost of the text symbols seem to be instan
es of the 22 glyphs listed in table 2.glyph in tokens in words glyph in tokens in wordse 18799 .1168 4823 .1204 i 10779 .0670 1993 .0498o 23689 .1472 6176 .1542 a 13538 .0841 3438 .0858y 16837 .1046 3745 .0935 q 5133 .0319 739 .0185l 10057 .0625 2815 .0703 d 12467 .0775 3002 .0750r 7105 .0442 1934 .0483 s 2405 .0149 987 .0246n 5577 .0347 900 .0225 m 1053 .0065 399 .0100Ch 10433 .0648 2820 .0704 Sh 4335 .0269 1133 .0283k 9371 .0582 2092 .0522 t 5560 .0346 1485 .0371CKh 883 .0055 227 .0057 CTh 918 .0057 231 .0058f 365 .0023 277 .0069 p 1317 .0082 673 .0168CFh 73 .0004 55 .0014 CPh 205 .0013 107 .0027Table 2: The 22 basi
 glyphs of the Voyni
hese s
ript, with their o

urren
e
ounts and relative frequen
ies in the text and in the lexi
on.Many of these symbols o

ur isolated, in 
ontexts that seem to be letter enumerations, orlabels in list items. On the basis of these and other 
lues, it seems safe to assume that theglyphs listed in table 2 are indeed the primary `
ombinatorial elements' of the s
ript.4.3 Major glyph 
lassesThe basi
 glyphs of table 2 are traditionally 
lassi�ed by their shape into a few 
lasses. Theglyphs t, k, p, and f are traditionally 
alled gallows, and the 
orresponding forms CTh,8



CKh, CPh, and CFh are said to stand on platforms. We will refer to Ch and Sh as the ben
hes(respe
tively with and without plume), and to l, d, r, and s as the leaders (be
ause of their
odes in the EVA alphabet, l d r s; see appendix [?℄). We'll also 
all fqg the initial glyph,fn; mg the �nal glyphs, and fa; o; yg the 
ir
les. Finally, we'll refer to i and e as the sti
kand 
res
ent glyphs.As we shall see later on, this 
lassi�
ation is strongly 
orrelated with the o

urren
epatterns of those glyphs in the text. Therefore, is almost 
ertain that the symbols werenot assigned at random, but a

ording to some system; and that the morphologi
al 
lassesabove have some linguisti
 value.4.4 Rare glyphsIn addition to the \ordinary" glyphs of table 2, there are a hundred or so rare signs thato

ur only a few times in the whole text, most of them only on
e, su
h asu b g j x IKh CTHh : : :J. Reeds has 
ompiled an exhaustive list of these weirdos [?℄, whi
h by an large seem tobe deformed variants or 
ondensations of the basi
 glyphs above. Table 3 shows the onlyweirdos that o

ur frequently enough to qualify as possible letters.glyph in tokens in words glyph in tokens in wordsg 96 78 x 35 26CHh 3 3 SHh 1 1CKHh 31 17 CTHh 23 12CFHh 7 5 CPHh 13 10IKh 32 25 ITh 24 19IFh 4 4 IPh 6 6IKHh 1 1 ITHh 2 2IFHh 2 2 IPHh 2 2Table 3: Some rare glyphs of the Voyni
hese s
ript, with their o

urren
e 
ountsin the text and in the lexi
on.Note the substantial gap between the frequen
ies of the basi
 glyphs of table 2 and theweirdos of table 3, whi
h provides a 
onvenient 
uto� point. (Although the basi
 glyph CFho

urs less often than the weirdo g, the former is 
learly part of the `gallows with platforms'series, whi
h has about about 2000 o

urren
es in total.)9



It may turn out that the symbols of table 3, and perhaps a few additional ones, areindeed rare but otherwise normal symbols of the s
ript | like � in English. In parti
ular,The pi
ni
 table glyph x (35 o

urren
es, ex
lusively in the 
osmologi
al, starred-items, andherbal-B se
tions) behaves pretty mu
h like the basi
 glyph l (over 10,000 o

urren
es);and glyph g (96 o

urren
es) seems to be a relative of glyph m (over 1,000 o

urren
es).However, the other weirdos | most of whi
h o

ur only on
e, often in spe
ial 
ontexts liketables and diagrams | are more likley to be spe
ial symbols (like our $), abbreviations,slips of the pen, or embellished versions of the 
ommon letters above.In any 
ase, we have 
hosen to ex
lude most of the weirdo glyphs from the alphabet, andomit any words 
ontaining them from the text �les used in our analyses. Given the extremerarity of those symbols, this simplifying de
ision should not have a signi�
ant impa
t onthe de
ipherment e�orts.4.5 Borrowed symbolsAlthough the glyph set on the whole is quite original, the general appearan
e of the s
riptstrongly suggest that it was inspired in European 
alligraphi
 models. Some Voyni
heseglyphs, su
h as o, a, e, are identi
al to Roman lower
ase letters. The glyphs d and h aresimilar to the letters s and t in some medieval hands; and the glyph y was a standard s
ribalabbreviation for the 
ommon Latin ending -us. These and other letter shapes also resemblesome 
ryptographi
 alphabets of the time [?℄. Even the 
hara
teristi
 gallows glyphs bearsome resemblan
e to exaggerated and embellished as
enders used by some s
ribes in earlierepo
hs [?℄.Unfortunately, these resemblan
es haven't provided any useful 
lues for de
ipherment,or even for lo
ating the author at a spe
i�
 time or pla
e. The glyphs in question havefairly simple and natural shapes, so the resemblan
es 
ould be simple 
oin
iden
es. MostVMS s
holars agree that, even if the inventor of the s
ript did 
opy those symbols fromexisting alphabets, he probably borrowed the shapes without regard for their meaning.4.6 Glyph stru
tureEx
ept for q, the basi
 Voyni
hese glyphs are 
ombinations of a few simple pen strokes,drawn from a very limited repertoire:e i 0 ' ^ / ) 6 7 1 2 3 4Table 4: A set of pen strokes that 
ombine to form most of the essentialVoyni
hese glyphs.In parti
ular, the strokes f1; 2g 
ombine with f3;4g in all possible ways to produ
e the fourgallows. Also, most 
ombinations of the strokes f
 ig with fi 0 ' ^ / ) 6 7g result in validglyphs. 10



i 0 ^ ' / ) 6 7e a o C s b y g di ii i0 I r n l m j(a)
3 41 k f2 t p(b)Table 5: Combinations of two basi
 strokes that produ
e valid Voyni
hese glyphs.Of all 
ombinations in table 5, only i0 does not seem to o

ur in the manus
ript; all otherso

ur at least a few times. The ben
hes fCh Shg and the platform gallows fCKh CTh CPh CFhg are
ombinations of three or more of the basi
 strokes above. Conversely, the only glyph thatdoes not seem to �t in the above s
hema is q.This \
ombinatorial" stru
ture of glyph shapes may be due solely to aestheti
s and/oreÆ
ien
y reasons. Namely, the author may have pi
ked a small set of simple strokes,enumerated all 
ombinations of two strokes, and assigned these to the alphabet, in somearbitrary order. People who devise new 
ipher alphabets will often follow this approa
h,
ons
iously or un
ons
iously.However, the shape of a glyph seems to have signi�
ant 
orrelations with their statisti
alproperties | an observation wi
h seems important, but whose impli
ations are still obs
ure.This question will be dis
ussed in more detail in se
tion 4.10.4.7 The question of the true alphabetIt must be stressed that the glyphs of table 2 may not be the true symbols of the Voyni
heses
ript, as understood by the VMS author. It is quite possible that, in the true Voyni
hesealphabet, some of those glyphs are only parts of letters, or 
omposites of two or more letters.This un
ertainty must be kept in mind when the text is subje
ted to statisti
al analysis.Some hints about the true symbol boundaries 
ould be obtained in prin
iple by analyzingthe glyph statisti
s around for
ed gaps in the text | line breaks, intruding �gures, andvellum defe
ts. However, most of those gaps seem to be ordinary word gaps, and (for reasonsthat will be
ome 
lear later on) they give us little information about symbol boundarieswithin words.Another potential sour
e of hints are the so-
alled key sequen
es | about half a dozenlists of isolated glyphs, verti
al or 
ir
ular, found at several pla
es in the book. Unfortu-nately, the interpretation of these lists is quite problemati
. For one thing, no two of theselists 
ontain the same set of symbols. Also, several glyphs that are 
ommon in the maintext do not o

ur in any list, and vi
e-versa. For these and other reasons, some of theselists are suspe
ted of being apo
ryphal, possibly working notes by a later owner or studentof the VMS.One must keep in mind, furthermore, that the set of letters 
ommonly used for enumer-ation or labeling purposes need not mat
h the language's alphabet. To prove this point, it11



suÆ
es to 
onsider the 
lassi
al Roman and Greek number systems (whi
h used a subsetand a superset, respe
tively, of the 
orresponding alphabets); and the fa
t that the Germanletters �u and � are hardly ever used as enumeration tags in German texts.In any 
ase, we have 
onvin
ing eviden
e that the glyphs of table 2 are not the trueVoyni
hese alphabet. For instan
e, the EVA glyphs i and e almost never o

ur as indepen-dent letters, but only as parts of larger groups su
h as iin or CThe. In parti
ular, the pair eebehaves like Ch and Sh in many respe
ts, and may well be a single letter of the true alphabet.Moreover, the glyphs p and f o

ur mostly in the �rst line of ea
h paragraph; for thatreason, they are suspe
ted to be fan
ier variants of t and k, respe
tively. Likewise, theglyph y often o

urs in line-initial position, where it may be a 
alligraphi
 variant of o.On the other hand, there is eviden
e suggesting that the glyphs f and z, whi
h so farhave been 
onsidered equivalent by all VMS investigators (and were denoted by the same
ode in all available trans
riptions), are in fa
t di�erent symbols; and ditto for p and w.Anyway, in spite of all diÆ
ulties and unknowns, there is substantial agreement amongVMS analysts that the `true' Voyni
hese symbol set must have a 
ouple dozen distin
tsymbols at most; so we are probably dealing with an alphabeti
 s
ript, where ea
h symbol
orresponds roughly to one element (phoneme) of the spoken language.4.8 Digraph statisti
sThe statisti
al properties of Voyni
hese, viewed as a sequen
e of dis
rete symbols, havebeen extensively analyzed over the last 50 years [?, ?, 2, 10, ?, ?℄. The 
ounts of digraphs(
onse
utive glyph pairs) in the VMS (main text and labels) are shown in tables 6 and 7,respe
tively for tokens (taking word frequen
ies into a

ount) and for words (ignoring theword frequen
ies). The symbol # denotes a word boundary; see se
tion 5.

12



# q i e a o y d s Ch Sh l r n m k t f p CKh CTh CFh CPh tot# � 5102 5 91 1934 8077 1777 3563 1219 5753 3142 1279 457 4 14 1156 958 119 526 193 502 33 126 36030q � � � 48 6 5031 7 � 2 3 � 2 � � � 15 1 1 1 9 6 � 1 5133o 1125 20 211 342 261 62 128 2170 427 165 70 5411 2587 6 162 5802 3658 140 552 198 140 16 36 23689e 86 � 3 4784 425 3214 3899 4873 366 150 45 5 16 10 5 412 181 42 67 135 71 3 7 18799Ch 22 � 2 4779 454 2562 977 790 79 10 12 54 20 � 6 151 76 4 30 238 131 11 25 10433Sh 26 � � 2515 134 949 273 177 19 14 4 10 3 � � 50 20 2 � 90 44 2 3 4335i 10 � 4427 2 1 7 3 15 18 7 5 41 714 5444 62 10 4 1 4 1 3 � � 10779a 46 � 6107 5 3 10 13 47 40 6 3 3055 3241 111 780 30 10 1 6 7 9 3 5 13538y 14795 8 � 7 18 33 2 173 41 259 99 31 15 � 3 683 556 20 84 5 4 � 1 16837l 5873 2 � 51 391 517 484 432 152 665 265 29 33 � 7 994 88 32 36 � 2 3 1 10057r 5565 � 10 16 671 333 277 34 3 118 40 12 2 � � 19 1 1 1 1 � 1 � 7105s 1147 1 � 42 592 360 107 24 1 73 26 4 1 1 1 16 1 2 2 1 3 � � 2405n 5518 � � 1 10 13 22 8 � 1 � 1 � 1 1 1 � � � � � � � 5577m 1018 � � � 9 7 6 6 � 3 1 � 1 � 2 � � � � � � � � 1053d 602 � 5 106 3943 450 6683 21 16 332 160 77 12 � 10 29 5 � 8 5 3 � � 12467k 75 � 6 3744 2833 700 730 9 5 1030 205 33 1 � � � � � � � � � � 9371t 57 � 2 1712 1468 693 463 18 4 959 170 12 � � � 1 � � � � � 1 � 5560f 20 � � 3 69 56 26 3 1 170 17 � � � � � � � � � � � � 365p 27 � 1 4 188 217 64 30 3 712 70 � � � � 1 � � � � � � � 1317CKh 7 � � 253 31 99 455 33 4 1 � � � � � � � � � � � � � 883CTh 11 � � 206 70 229 364 28 4 1 1 1 2 � � � 1 � � � � � � 918CFh � � � 19 6 14 28 5 1 � � � � � � � � � � � � � � 73CPh � � � 69 21 56 49 8 � 1 � � � � � 1 � � � � � � � 205

Table6:O

uren
e
ountsfor
onse
utivepairsofbasi
glyphsintheVMS
(maintextandlabels).
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# q i e a o y d s Ch Sh l r n m k t f p CKh CTh CFh CPh tot# � 710 4 59 269 1726 579 549 296 963 479 331 108 1 2 300 324 82 266 44 80 19 55 7246q � � � 36 5 656 6 � 2 3 � 2 � � � 14 1 1 1 7 4 � 1 739o 294 18 90 234 124 44 80 782 192 118 56 1311 651 6 70 850 733 100 235 76 68 15 29 6176e 44 � 3 1304 208 1067 627 775 193 94 43 5 13 10 5 178 103 39 48 37 21 2 4 4823Ch 17 � 2 1088 172 701 292 237 56 9 11 24 11 � 4 50 42 4 25 31 25 10 9 2820Sh 12 � � 515 42 259 110 85 15 13 4 7 2 � � 25 12 2 � 16 10 2 2 1133i 9 � 746 2 1 7 3 11 17 7 5 34 262 825 41 10 4 1 4 1 3 � � 1993a 35 � 1125 5 3 10 12 42 36 6 3 952 834 56 256 27 9 1 6 5 8 2 5 3438y 2803 8 � 7 11 31 2 123 36 100 53 29 15 � 3 259 187 17 52 4 4 � 1 3745l 898 2 � 46 199 262 220 229 103 249 119 24 20 � 7 316 62 27 26 � 2 3 1 2815r 1071 � 9 15 317 206 129 30 3 86 32 10 2 � � 19 1 1 1 1 � 1 � 1934s 442 1 � 38 172 154 70 20 1 46 14 4 1 1 1 13 1 2 2 1 3 � � 987n 848 � � 1 8 13 18 7 � 1 � 1 � 1 1 1 � � � � � � � 900m 365 � � � 9 6 6 6 � 3 1 � 1 � 2 � � � � � � � � 399d 315 � 5 89 952 182 1111 19 15 142 54 54 11 � 7 27 5 � 7 4 3 � � 3002k 27 � 6 769 452 252 159 6 5 301 98 16 1 � � � � � � � � � � 2092t 25 � 2 415 270 261 102 17 4 285 92 10 � � � 1 � � � � � 1 � 1485f 15 � � 3 55 49 25 3 1 110 16 � � � � � � � � � � � � 277p 16 � 1 4 109 139 42 25 3 281 52 � � � � 1 � � � � � � � 673CKh 5 � � 76 16 47 66 12 4 1 � � � � � � � � � � � � � 227CTh 5 � � 62 29 64 47 14 4 1 1 1 2 � � � 1 � � � � � � 231CFh � � � 14 5 10 20 5 1 � � � � � � � � � � � � � � 55CPh � � � 41 10 30 19 5 � 1 � � � � � 1 � � � � � � � 107

Table7:O

uren
e
ountsfor
onse
utivepairsofbasi
glyphsintheVoyni
hese
lexi
on(maintextandlabels,ignoringwordfrequen
ies).
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Tables 6 and 7 reveal an interesting feature of Voyni
hese: repeated letters are almostnon-existant.4.9 Glyph 
lassesTables 8 and 9 give the the relative frequen
ies of ea
h glyph in the sample, as a fun
tionof the pre
eding and following glyph, respe
tively.# q i e a o y d s Ch Sh l r n m k t f p CKh CTh CFh CPh tot# . .14 . . .05 .22 .05 .10 .03 .16 .09 .04 . . . .03 .03 . . . . . . 1.0q . . . . . .98 . . . . . . . . . . . . . . . . . 1.0o .05 . . . . . . .09 .02 . . .23 .11 . . .24 .15 . .02 . . . . 1.0e . . . .25 .02 .17 .21 .26 .02 . . . . . . .02 . . . . . . . 1.0Ch . . . .46 .04 .25 .09 .08 . . . . . . . . . . . .02 . . . 1.0Sh . . . .58 .03 .22 .06 .04 . . . . . . . . . . . .02 . . . 1.0i . . .41 . . . . . . . . . .07 .51 . . . . . . . . . 1.0a . . .45 . . . . . . . . .23 .24 . .06 . . . . . . . . 1.0y .88 . . . . . . . . .02 . . . . . .04 .03 . . . . . . 1.0l .58 . . . .04 .05 .05 .04 .02 .07 .03 . . . . .10 . . . . . . . 1.0r .78 . . . .09 .05 .04 . . .02 . . . . . . . . . . . . . 1.0s .48 . . .02 .25 .15 .04 . . .03 . . . . . . . . . . . . . 1.0n .99 . . . . . . . . . . . . . . . . . . . . . . 1.0m .97 . . . . . . . . . . . . . . . . . . . . . . 1.0d .05 . . . .32 .04 .54 . . .03 . . . . . . . . . . . . . 1.0k . . . .40 .30 .07 .08 . . .11 .02 . . . . . . . . . . . . 1.0t . . . .31 .26 .12 .08 . . .17 .03 . . . . . . . . . . . . 1.0f .05 . . . .19 .15 .07 . . .47 .05 . . . . . . . . . . . . 1.0p .02 . . . .14 .16 .05 .02 . .54 .05 . . . . . . . . . . . . 1.0CKh . . . .29 .04 .11 .52 .04 . . . . . . . . . . . . . . . 1.0CTh . . . .22 .08 .25 .40 .03 . . . . . . . . . . . . . . . 1.0CFh . . . .26 .08 .19 .38 .07 . . . . . . . . . . . . . . . 1.0CPh . . . .34 .10 .27 .24 .04 . . . . . . . . . . . . . . . 1.0Table 8: Next-symbol probabilities for basi
 glyphs in the VMS text. The tableshould be read by rows; i.e., the value `.21' in row e and 
olumn y means that21% of the o

urren
es of e in the text are followed by y.
15



# q i e a o y d s Ch Sh l r n m k t f p CKh CTh CFh CPh# . .99 . . .14 .34 .11 .29 .51 .55 .72 .13 .06 . . .12 .17 .33 .40 .22 .55 .45 .61q . . . . . .21 . . . . . . . . . . . . . . . . .o .03 . .02 .02 .02 . . .17 .18 .02 .02 .54 .36 . .15 .62 .66 .38 .42 .22 .15 .22 .18e . . . .25 .03 .14 .23 .39 .15 . . . . . . .04 .03 .12 .05 .15 .08 .04 .03Ch . . . .25 .03 .11 .06 .06 .03 . . . . . . .02 . . .02 .27 .14 .15 .12Sh . . . .13 . .04 .02 . . . . . . . . . . . . .10 .05 .03 .i . . .41 . . . . . . . . . .10 .98 .06 . . . . . . . .a . . .57 . . . . . .02 . . .30 .46 .02 .74 . . . . . . .04 .02y .41 . . . . . . . .02 .02 .02 . . . . .07 .10 .05 .06 . . . .l .16 . . . .03 .02 .03 .03 .06 .06 .06 . . . . .11 .02 .09 .03 . . .04 .r .15 . . . .05 . .02 . . . . . . . . . . . . . . . .s .03 . . . .04 .02 . . . . . . . . . . . . . . . . .n .15 . . . . . . . . . . . . . . . . . . . . . .m .03 . . . . . . . . . . . . . . . . . . . . . .d .02 . . . .29 .02 .40 . . .03 .04 . . . . . . . . . . . .k . . . .20 .21 .03 .04 . . .10 .05 . . . . . . . . . . . .t . . . .09 .11 .03 .03 . . .09 .04 . . . . . . . . . . . .f . . . . . . . . . .02 . . . . . . . . . . . . .p . . . . . . . . . .07 .02 . . . . . . . . . . . .CKh . . . . . . .03 . . . . . . . . . . . . . . . .CTh . . . . . . .02 . . . . . . . . . . . . . . . .CFh . . . . . . . . . . . . . . . . . . . . . . .CPh . . . . . . . . . . . . . . . . . . . . . . .tot 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0Table 9: Previous-symbol probabilities for the basi
 glyphs in the VMS text. Thetable should be read by 
olumns; i.e., the entry `.23' in 
olumn y, row e meansthat 23% of the o

urren
es of y in the text are pre
eded by e.Tables 10 and 11 give the same statisti
s for the Voyni
hese lexi
on (ignoring repeatedwords).
16



# q i e a o y d s Ch Sh l r n m k t f p CKh CTh CFh CPh tot# . .10 . . .04 .24 .08 .08 .04 .13 .07 .05 . . . .04 .04 . .04 . . . . 1.0q . . . .05 . .89 . . . . . . . . . .02 . . . . . . . 1.0o .05 . . .04 .02 . . .13 .03 .02 . .21 .11 . . .14 .12 .02 .04 . . . . 1.0e . . . .27 .04 .22 .13 .16 .04 .02 . . . . . .04 .02 . . . . . . 1.0Ch . . . .39 .06 .25 .10 .08 .02 . . . . . . .02 . . . . . . . 1.0Sh . . . .45 .04 .23 .10 .08 . . . . . . . .02 . . . . . . . 1.0i . . .37 . . . . . . . . .02 .13 .41 .02 . . . . . . . . 1.0a . . .33 . . . . . . . . .28 .24 .02 .07 . . . . . . . . 1.0y .75 . . . . . . .03 . .03 . . . . . .07 .05 . . . . . . 1.0l .32 . . .02 .07 .09 .08 .08 .04 .09 .04 . . . . .11 .02 . . . . . . 1.0r .55 . . . .16 .11 .07 .02 . .04 .02 . . . . . . . . . . . . 1.0s .45 . . .04 .17 .16 .07 .02 . .05 . . . . . . . . . . . . . 1.0n .94 . . . . . .02 . . . . . . . . . . . . . . . . 1.0m .91 . . . .02 .02 .02 .02 . . . . . . . . . . . . . . . 1.0d .10 . . .03 .32 .06 .37 . . .05 .02 .02 . . . . . . . . . . . 1.0k . . . .37 .22 .12 .08 . . .14 .05 . . . . . . . . . . . . 1.0t .02 . . .28 .18 .18 .07 . . .19 .06 . . . . . . . . . . . . 1.0f .05 . . . .20 .18 .09 . . .40 .06 . . . . . . . . . . . . 1.0p .02 . . . .16 .21 .06 .04 . .42 .08 . . . . . . . . . . . . 1.0CKh .02 . . .33 .07 .21 .29 .05 .02 . . . . . . . . . . . . . . 1.0CTh .02 . . .27 .13 .28 .20 .06 .02 . . . . . . . . . . . . . . 1.0CFh . . . .25 .09 .18 .36 .09 .02 . . . . . . . . . . . . . . 1.0CPh . . . .38 .09 .28 .18 .05 . . . . . . . . . . . . . . . 1.0Table 10: Next-symbol probabilities for basi
 glyphs in the Voyni
hese lexi
on.The table should be read by rows; i.e., the value `.13' in row e and 
olumn ymeans that 13% of the o

urren
es of e in the lexi
on are followed by y.
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# q i e a o y d s Ch Sh l r n m k t f p CKh CTh CFh CPh# . .96 . . .08 .28 .15 .18 .30 .34 .42 .12 .06 . . .14 .22 .30 .40 .19 .35 .35 .51q . . . . . .11 . . . . . . . . . . . . . .03 .02 . .o .04 .02 .05 .05 .04 . .02 .26 .19 .04 .05 .47 .34 . .18 .41 .49 .36 .35 .33 .29 .27 .27e . . . .27 .06 .17 .17 .26 .20 .03 .04 . . . . .09 .07 .14 .07 .16 .09 .04 .04Ch . . . .23 .05 .11 .08 .08 .06 . . . . . . .02 .03 . .04 .14 .11 .18 .08Sh . . . .11 . .04 .03 .03 .02 . . . . . . . . . . .07 .04 .04 .02i . . .37 . . . . . .02 . . . .14 .92 .10 . . . . . . . .a . . .56 . . . . . .04 . . .34 .43 .06 .64 . . . . .02 .03 .04 .05y .39 . . . . . . .04 .04 .04 .05 . . . . .12 .13 .06 .08 .02 .02 . .l .12 . . . .06 .04 .06 .08 .10 .09 .11 . . . .02 .15 .04 .10 .04 . . .05 .r .15 . . . .09 .03 .03 . . .03 .03 . . . . . . . . . . .02 .s .06 . . . .05 .02 .02 . . .02 . . . . . . . . . . . . .n .12 . . . . . . . . . . . . . . . . . . . . . .m .05 . . . . . . . . . . . . . . . . . . . . . .d .04 . . .02 .28 .03 .30 . .02 .05 .05 .02 . . .02 . . . . .02 . . .k . . . .16 .13 .04 .04 . . .11 .09 . . . . . . . . . . . .t . . . .09 .08 .04 .03 . . .10 .08 . . . . . . . . . . .02 .f . . . . .02 . . . . .04 . . . . . . . . . . . . .p . . . . .03 .02 . . . .10 .05 . . . . . . . . . . . .CKh . . . .02 . . .02 . . . . . . . . . . . . . . . .CTh . . . . . . . . . . . . . . . . . . . . . . .CFh . . . . . . . . . . . . . . . . . . . . . . .CPh . . . . . . . . . . . . . . . . . . . . . . .tot 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0Table 11: Previous-symbol probabilities for the basi
 glyphs in the Voyni
heselexi
on. The table should be read by 
olumns; i.e., the entry `.17' in 
olumn y,row e means that 17% of the o

urren
es of y in the lexi
on are pre
eded by e.As tables 8 and 9 show, the next- and previous-glyph distributions are highly non-uniform,with many \forbidden" glyph pairs. Moreover, the glyphs 
an be grouped into several dis-tin
t 
lasses with similar and 
hara
teristi
 distributions (indi
ated by verti
al and horizon-tal lines in the tables). These strong features bring to mind the phonologi
al/ortographi
al
onstraints typi
al of natural languages. Unfortunately, all atempts to mat
h the Voyni
heseglyph 
lasses with the symbol 
lasses of known languages have been in vain. In parti
u-lar, Sukhotin's vowel/
onsonant identi�
ation algorithm [?℄ does not produ
e a 
onvin
ingbipartition of the basi
 glyph set [2℄.On the other hand, those failures 
ould mean only that the alphabet assumed in thosestudies | typi
ally, some variant of table 2 | was so far from the true Voyni
hese alphabet18



that the key features of the digraph distribution were distorted beyond re
ognition.4.10 Glyph shape and statisti
sEven on 
asual inspe
tion it is obvious that glyph 
lasses implied by the 
ontext statisti
sare strongly 
orrelated with the glyph shapes. It has long been known, for example, thatthe four gallows o

ur in similar 
ontexts, whi
h are di�erent from the 
ontexts of otherletters.In order to explain this phenomenon, it has been 
onje
tured that the shape of the glyph
ould be related to its pronun
iation; or, even, that the strokes 
ould represent spe
i�
phoneti
 traits, su
h as voi
ed/unvoi
ed, long/short, front/ba
k, high/low, et
.. (There areplenty of examples of alphabets displaying su
h \phoneti
 
orrelation." Tra
es of it 
anbe seen even in the Roman alphabet itself: 
ompare for example the shapes and soundsof C and G, P and B, M and N, S and Z.) Under this hypothesishe, the apparent 
onne
tionbetween glyph shape and statisti
s in the VMS 
ould be a 
onsequen
e of phoneti
 rules,su
h as exist in all natural languages, that for
e similar-sounding phonemes to o

ur insimilar 
ontexts.However, a 
loser look at the adja
ent-glyph statisti
s shows some unexpe
ted featuresthat do not seem to �t the above theory. If we break down ea
h glyph into its 
omponentstrokes, a

ording to tables 5(a) and 5(b), we �nd that all glyphs on the same row ofeither table (i.e., with the same stroke on the left side) seem to have similar previous-glyphdistributions; and any two glyphs in the same 
olumn (i.e., with the same right stroke) willhave similar next-glyph distributions.This asymmetri
 
orrelation seems hard to explain in terms of phoneti
 mapping. Traitslike duration, stress, and pla
e of arti
ulation are usually manifested simultaneously on ea
hphoneme, not serially. Therefore, it seems unlikely that one trait of a phoneme would bestrongly 
orrelated with the previous phoneme, while another would be strongly 
orrelatedwith the next one. Even if the strokes represented atomi
 arti
ulatory motions, or phonemepairs, we would expe
t to see more strokes and more single-stroke 
hara
ters (
orrespondingto vowels).4.11 Glyph entropyThe entropy h1 of a random glyph from the text is about 3.83 bits, fairly similar to theentropy of a random letter in English (3.97) and Latin (3.91). However, the next-
hara
terentropy h2 is 2.21 bits, against 3.06 for English and 3.21 for Latin. This apparent anomalyhas been dis
ussed at length [?, ?℄ and has led some investigators to doubt the existen
eof meaningful 
ontents in the VMS. However, this anomaly too 
an be explained as a
onsequen
e of using the wrong alphabet. In fa
t, it turns out that the higer-order entropieshk for k > 2 are a
tually a bit higher for Voyni
hese than for Latin or English text. See�gure 2.
19



Missing �gure auto/hk-plots-basi
.eps.epsFigure 2: Entropy (expe
ted information 
ontents) of a random glyph from thetext, given the pre
eding k � 1 glyphs, as a fun
tion of k. Word spa
es weretreated as letters.The relative 
atness of the plot between k = 2 and k = 5 in �gure ?? shows thatalthough there is a strong 
orrelation between a Voyni
hese glyph and the pre
eding one(see se
tion 4.10), there is almost no 
orrelation between symbols spa
ed two or threepositions apart | whi
h is unlike the situation in English and Latin, where the 
orrelationde
reases gradually as the separation in
reases.This 
onfusing situation highlights a basi
 limitation of 
hara
ter-based analysis: theresults may 
hange quite radi
ally if the input text is modi�ed by fairly simple variable-length or multi-valued en
odings. Thus, we should not expe
t useful 
lues from 
hara
terentropy studies, until we somehow identify the 
orre
t symbol boundaries and identities.In parti
ular, we should not expe
t 
hara
ter-based statisti
s to prove or disprove thatthe VMS text is some se
ret 
ipher, or a plaintext in some \exoti
" language (possibly withan original spelling system). The statisti
s do tell us, however, that the text is not a simpleCaesar en
ryption of any major European language. (If it were, the 
ode would have beenbroken de
ades ago.) They also seem to rule out simple Vigen�ere or polyalphabeti
 substi-tution 
iphers, sin
e su
h 
odes tend to 
atten out the 
hara
ter and digraph distributions.In fa
t, if the VMS is en
rypted, the 
ode is probably an original system devised by theauthor.In any 
ase, extensive analyses by R. Zandebergen, G. Landini, M. Perakh, and othershave shown that the letter and n-gram distributions are fairly 
onsistent through the wholebook, with modest but signi�
ant deviations at all s
ales [?, ?℄. These properties are at least
onsistent with the theory that the VMS 
ontains a meaningful text in natural language.4.12 Are the word spa
es reliable?Considering that 
ertain glyphs, like n or y, o

ur mostly at the end of words, it has been
onje
tured that the Voyni
hese word spa
es are either part of the alphabet [?℄ or \nulls"inserted a

ording to spe
i�
 rules in order to 
onfuse the lay reader [?℄.However, if we 
ompute the entropy of the glyphs that may follow a spe
i�
 glyph orglyph sequen
e, 
ounting word spa
e as a distin
t symbol, we �nd that the highest valuesgenerally o

ur after a word break. Coin
identally, the same phenomenon is observed inour English and Latin samples. We read this fa
t as eviden
e that the Voyni
hese wordsand word spa
es are indeed what they seem to be.5 The Voyni
hese wordsThe VMS as we 
an read it today 
ontains about tokens, of whi
h are in the run-ning text and in the illustration labels and other isolated tokens. Ignoring repetitions,20



the Voyni
hese lexi
on 
ontains distin
t words | in the maintext and in labels.(It should be stressed that these 
ounts ex
lude the lost folios, and tokens whi
h 
ontainunreadable glyphs or weirdos.)5.1 Word frequen
y distributionWord-based statisti
al analysis of the Voyni
hese text has generally been more rewardingthan 
hara
ter-based analysis [?, 11, 12℄. For one thing, the word frequen
ies satisfy Zipf'sfrequen
y-versus-rank law, roughly to the same extent as other natural-language texts [4℄.See �gure 3. Missing �gure langs-text-zipf.epsMissing �gure langs-labs-zipf.epsFigure 3: Plot of word frequen
y versus word frequen
y rank (Zipf's plot), forVoyni
hese plain text (left) and labels (right), 
ompared to samples of Englishand Latin text. The sloping line is the ideal inverse law freq = C= rank. TheEnglish and Latin texts were trun
ated so as to mat
h the token 
ount of theVoyni
hese samples.As shown by �gure 3 (left), the Voyni
hese word frequen
ies are not far from Zipf's idealdistribution. In fa
t, for ranks 3 and higher, the VMs distribution is 
loser to the ideal thanthat of the Latin sample. The Voyni
hese label words, on the other hand, have a fairly
at frequen
y-rank plot, that does not follow Zipf's law at all, and is quite unlike the plotsfor the two other languages. Indeed, there are very few repeated words among the labels;the most 
ommon ones | am, ar | o

ur only 10 times ea
h in the whole book. Withinsome se
tions, espe
ially the 
osmologi
al and zodia
al ones, label words typi
ally o

uronly on
e | as one would expe
t from labels in an atlas.Looking more 
losely at the main text plot, we see that the frequen
y of the most
ommon word in the VMS main text (daiin, 2.5%) is 
onsiderably lower than the frequen
yof the most 
ommon word in English (the, 8.2%) or Latin (et, 6.6%). In fa
t, the Voyni
heseplot is 
onsistently lower and 
atter than the English one up to rank 20 or so. This featuremay be an indi
ation of polymorphism, i.e. the most 
ommon words have two or threedi�erent variants or spellings, about equally 
ommon.In
identally, the ten most 
ommon words in the Latin sample areet in est ad non ut qui de quod 
um autem quae eius si suntThe low Latin word frequen
ies for ranks 3 onwards 
ould be attributed to the in
e
tion of
ertain words (est and sunt; qui, quod, and quae; et
.). If in
e
tions were supressed, theLatin rank-frequen
y plot would probably get 
loser to the ideal. Indeed, it seems possibleto re
tify the Voyni
hese plot by identifying some 
ommon words in pairs by a suitablesimilarity 
riterion, like daiin = aiin, Chedy = Shedy, et
.21



5.2 Lexi
on sizeThe long tail of Zipf's distribution makes it diÆ
ult to estimate or even de�ne, the lexi
al
omplexity (number of distin
t words) in a natural language. However, if we 
an say that thelexi
al 
omplexity of the VMS main text (6525 words in about 35,000 tokens) lies betweenthat of our English and Latin samples (4801 and 8263 words, respe
tively). It should benoted that the Latin sample is a
tually the join of two very di�erent texts. ?[Fix this!℄ R.Zandbergen has produ
ed plots of vo
abulary size as a fun
tion of text size, whi
h showsmall dis
ontinuities at se
tion boundaries.5.3 Word entropyAs one may expe
t from the similarity of the Zipf plots, the entropy of a single randomtoken from the Voyni
hese text (10.1219 bits) [?℄ is quite similar to the values observedin Latin and English (10.6160 and 9.1758 bits, respe
tively). However, as R. Zandbergenobserved, the average entropy gk of the k-th glyph in a random Voyni
hese token, given thepre
eding k � 1 symbols, is lower than the 
orresponding value for English or Latin whenk = 2, but is higher (and more uniform) for k � 3. See �gure 4.Missing �gure auto/entropy-pro�le-voyn-basi
.eps.epsFigure 4: Entropy (expe
ted information 
ontents) of the kth glyph in a randomtoken from the text, given the pre
eding k � 1 glyphs, as a fun
tion of k. Wordend was treated as a glyph.5.4 The most popular wordsTables 12 and 15 show some of the most 
ommon and least 
ommon words in the main textof the manus
ript.
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886 .0253 daiin 212 .0061 Chor 140 .0040 ChCKhy 96 .0027 oky548 .0156 ol 211 .0060 okaiin 137 .0039 otal 95 .0027 Cheor515 .0147 Chedy 196 .0056 qokal 133 .0038 oteey 95 .0027 oteedy462 .0132 aiin 190 .0054 Shol 130 .0037 okar 91 .0026 Chody437 .0125 Shedy 182 .0052 dain 126 .0036 Sho 91 .0026 qotedy403 .0115 Chol 173 .0049 Cheey 118 .0034 lChedy 88 .0025 Cheody365 .0104 or 169 .0048 Cheol 116 .0033 okedy 87 .0025 am360 .0103 ar 166 .0047 okeey 115 .0033 CThy 85 .0024 qoty348 .0099 Chey 158 .0045 qol 115 .0033 dol 85 .0024 Sheedy338 .0096 dar 153 .0044 qokar 113 .0032 okain 81 .0023 otol305 .0087 qokeedy 152 .0043 Chy 112 .0032 oty 79 .0023 qotaiin305 .0087 qokeey 151 .0043 otaiin 110 .0031 dair 79 .0023 sar285 .0081 Shey 151 .0043 otedy 109 .0031 Sheol 78 .0022 sol278 .0079 dy 147 .0042 Chdy 107 .0031 qokey 77 .0022 ChCThy270 .0077 al 147 .0042 Sheey 107 .0031 r 75 .0021 air269 .0077 qokedy 146 .0042 qoky 105 .0030 okeedy 75 .0021 Cheo266 .0076 qokaiin 146 .0042 saiin 102 .0029 Shy 74 .0021 ain264 .0075 dal 142 .0041 otar 97 .0028 qokol 73 .0021 qoteedy240 .0069 s 141 .0040 okal 97 .0028 Shor 72 .0021 kaiin219 .0063 qokain 141 .0040 y 96 .0027 dam 72 .0021 otainTable 12: The 80 most 
ommon words in the manus
ript, with their total token
ounts and relative frequen
ies.Chalor Chopol dChokol keeodaiin oloeedy pChodair Sholfaiin tShesChariin Chpady eeodaiin kSheodl olsain qokoy soydy yChklChCKhody CThoChy fChodaiin lkSho ool qolkChy taidy yChosarCheCTham CThodam kdChody ofaiir otaldiin qopChaiin tChotShey ykChdarChko dalShedy keChey okChop otChodeey SheetChy totol ykShoTable 13: A random sample (40 words) of the least 
ommon words in the maintext of the manus
ript (one o

urren
e ea
h).Note that the frequen
y of a word bears no obvious relation to its stru
ture, ex
ept thatthe most 
ommon words tend to be shorter than average. On
e again, these features areuniversal 
hara
teristi
s of natural languages, and ex
lude 
ertan en
ryption methods whi
h,like Vigen�ere's, map the same plaintext word to many di�erent 
ode words.Tables 14 and ?? show some of the most 
ommon and least 
ommon words in �gurelabels. Observe that the most 
ommon label word has only as mu
h relative frequen
yas the most 
ommon word of the main text. In other terms, Voyni
hese label words are by23



and large unique. Note also that the most 
ommon words in the plain text are rarely usedin labels.10 .0100 am 7 .0070 otaly 4 .0040 air 4 .0040 oteey10 .0100 ar 6 .0060 daiin 4 .0040 aly 4 .0040 otol9 .0090 dy 6 .0060 dal 4 .0040 Chdy 4 .0040 otor9 .0090 okar 6 .0060 okeody 4 .0040 okain 4 .0040 oty8 .0080 otal 6 .0060 otChdy 4 .0040 okeod 4 .0040 s8 .0080 otedy 5 .0050 ary 4 .0040 okody 4 .0040 y7 .0070 dar 5 .0050 okaiin 4 .0040 okol 3 .0030 al7 .0070 okal 5 .0050 okaly 4 .0040 opar 3 .0030 arar7 .0070 okeey 5 .0050 okChdy 4 .0040 otaldy 3 .0030 Char7 .0070 oky 5 .0050 otoldy 4 .0040 otar 3 .0030 ChosTable 14: The 40 most 
ommon words in the �gure labels, with their total token
ounts and relative frequen
ies.amal darary odalydary okeChy olkol otararain otolarol soralyChefy darChdy ofar okeedy olol otCh salal tolsasyCholam fary ofSholdy okeeol oparairdlyoteeod Sharam yfCheodlyChtaly kary okairady okoaly orald oteolar Sheeos ypCholdydaldy oCPhy okChdldlo olkal otalef oteoly skeeal ytCholTable 15: A random sample (40 words) of the least 
ommon words in the �gurelabels (one o

urren
e ea
h).The labels on the illustrations are too long and 
omplex to be letters, too irregular to benumbers, and too diverse to be random garbage; hen
e it is almost 
ertain that they arelexi
al items of the language. But, as we shall see, their internal stru
ture is quite similar tothat of text words. This is a strong arument for the hypothesis that the Voyni
hese wordsare indeed words in the usual sense.5.5 Word frequen
ies per se
tionTable 16 lists the 25 most 
ommon words in ea
h se
tion of the manus
ript.
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pha hea heb 
os str zod bio.044 daiin .052 daiin .024 daiin .022 ar .018 aiin .030 al .038 Shedy.020 Chol .029 Chol .020 aiin .017 aiin .018 Chedy .029 aiin .036 ol.015 Cheol .019 Chor .020 or .016 or .016 ar .028 ar .033 Chedy.015 ol .016 s .020 Chedy .016 dar .015 qokeey .016 oteey .024 qokedy.014 or .014 dy .016 Chdy .015 daiin .014 al .012 daiin .023 qokeedy.014 aiin .013 Shol .015 dar .014 al .013 daiin .012 oteody .022 qokain.014 dal .013 CThy .014 ar .014 ol .013 qokeedy .011 otaiin .018 qol.013 s .013 Chy .012 dy .011 dy .012 Chey .010 am .017 qokal.011 okeol .012 Sho .012 qokedy .011 o .011 qokaiin .010 dy .015 Shey.010 dar .010 dain .011 ChCKhy .011 dal .011 Shedy .009 dal .014 Chey.010 okeey .009 dar .011 Shedy .011 r .011 ol .009 otal .013 qokaiin.010 Cheor .009 Shor .010 okaiin .010 y .009 okaiin .009 otar .013 qokeey.010 Chey .008 Shy .010 ol .008 oteey .009 okeey .009 oteos .012 daiin.010 Chor .007 ol .010 okar .008 s .008 Shey .009 s .011 dar.010 qokeol .007 or .008 qokar .007 dair .007 otaiin .008 dar .011 dal.009 qokeey .007 Chey .008 okedy .007 Chol .007 Chol .008 o .010 or.009 qokol .006 CThol .008 dal .006 am .007 Cheey .008 okal .009 qoky.008 Shey .006 qotChy .007 okal .006 okar .006 or .008 otey .009 lChedy.008 dy .006 dal .007 s .006 air .006 otal .008 y .008 dy.008 okol .006 dol .007 Cheky .006 otedy .006 qokain .007 air .008 otedy.007 Cheody .006 CThor .007 otedy .005 Chey .006 otedy .007 okeey .007 qotedy.007 dol .005 Cho .006 otar .005 l .006 oteey .007 oty .007 dain.007 Cheey .005 oty .006 Chey .005 okal .005 Cheol .006 aly .007 okedy.007 qokeody .005 qokChy .006 qokaiin .005 sar .005 qokedy .006 Chey .007 qokar.007 Sheol .005 dor .006 kar .005 Chdy .005 otar .006 okaiin .007 SheedyTable 16: The 25 most 
ommon words in ea
h se
tion and their relativefrequen
ies in the se
tion.As it 
an be seen from the table, some words are fairly 
ommon in all se
tions, while somewords are largely 
on�ned to one se
tion. Detailed analysis reveals even more signi�
antvariations in word frequen
ies from page to page. On
e again, this 
ombination of regularityand variation is 
onsistent with the thesis that Voyni
hese is a meaningful text, and wouldhardly be seen in randomly generated gibberish.5.6 Token length distributionThe average token length (number of basi
 glyphs) is 4.5 for running Voyni
hese text, and5.1 for the VMS labels. These numbers are similar to the average token length in typi
al25



English and Latin texts, respe
tively 4.4 and 5.4. However, the distribution of token lengthsis distin
tively anomalous; see �gure 5.Missing �gure langs-t-lengths.epsFigure 5: Relative token frequen
ies, as a fun
tion of token length (number ofbasi
 glyphs), in Voyni
hese plain text and �gure labels, 
ompared to Englishand Latin text.Note that Voyni
hese has 
omparatively few words of length 2 and 3, or greater than 7.Although our measure of word length 
an be questioned, a mere 
hange of alphabet wouldnot solve the problem | it would 
hange the horizontal s
ale of the plot, but would havelittle e�e
t on the shape of the distribution. Therefore, the abrupt fall-o� at both ends ofthe graph is likely to be a real feature of the language, and not an artifa
t of the 
hoi
e ofalphabet.Several theories have been advan
ed to explain the anomalous la
k of long tokens [?, ?℄.Some of these theories 
an be dismissed be
ause they would imply in signi�
ant deviationsfrom Zipf's law. In any 
ase, the phenomenon seems to be intimately 
onne
ted to thestru
ture of the words | whi
h we address in se
tion 6.5.7 Word length distributionWhen we plot the relative 
ount of distin
t words of ea
h given length, irrespe
tive of howmany times ea
h word o

urs in the text, we obtain a rather striking result. See �gure 7.Missing �gure langs-w-lengths.epsFigure 6: Relative 
ount of distin
t words, as a fun
tion of word length, inVoyni
hese plain text and �gure labels, 
ompared to English and Latin text.The almost exa
t mat
h between the plain text and label distributions, and their symme-try around the mean length (5.5), are quite remarkable 
oin
iden
es that 
ry out for anexplanation.In fa
t, the relative 
ount wk of words of length k �ts almost perfe
tly the binomialdistribution of degree 9, shifted by 1; i.e.wk � 129� 9k � 1�See �gure ??. Missing �gure binom-w-lengths.epsFigure 7: Relative 
ount of distin
t words, as a fun
tion of word length, inVoyni
hese plain text and �gure labels, 
ompared to the binomial distribution of9 fair 
oins, shifted by 1. 26



This result means that the length of a random word from the lexi
on has the same distri-bution as the sum of nine 0-1 random binary variables, plus one. An en
oding that 
ouldgenerate this kind of distribution is des
ribed in se
tion E.6 Word paradigmsIt has long been known that the Voyni
hese words have a non-trivial internal stru
ture [?℄,manifested by restri
tions on the order and position of the glyphs. Several stru
tural modelsor paradigms for the Voyni
hese lexi
on (or subsets thereof) have been proposed over thelast 80 years, e.g by J. Tiltman [13℄, M. Roe [5℄, R. Firth [1℄, and the present author [8, 7℄.We will review some of those paradigms below, and then present a new one, whi
h is themain topi
 of this paper.To des
ribe sets of words, we borrow some standard notation from formal languagetheory [?℄. In parti
ular, we'll use X� to mean the 
on
atenation of zero or more stringsfrom set X, and X? to mean at most one string from X | i.e. f()g [X, where () denotesthe empty string.6.1 Tiltman's paradigmOne of the earliest paradigms is due to J. Tiltman, a British 
ryptographer who analyzedthe starred-item se
tion in the s. Titlman observed that many words of that sample 
ouldbe formed by 
ombining a 
ertain set of roots with a 
ertain set of suÆxes, listed in table 8:Roots SuÆxesok of an ain aiin aiiinot op ar air aiir aiiirqok qof al ail aiil aiiilqot qop or olCh Sh ey eey eeeyd s edy eedy eeedyFigure 8: John Tiltman's root-suÆx paradigm for VMS words.Tiltman's paradigm generates 240 distin
t words, of whi
h 149 o

ur in the VMS text, with10863 o

urren
es in total. That means 2.16% of all words, and 30.15% of all tokens.6.2 Mike Roe's paradigmThe automaton A of �gure 9, devised by Mike Roe [?℄, is a typi
al example of those partialparadigms.
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Figure 9: Mike Roe's automaton-based paradigm for VMS words.Roe's paradigm, more 
onservative than Tiltman's, generates 78 words, and all but one ofthem are found in the referen
e text, with 3804 o

urren
es in total. That means 1.1% ofall words, and 10.6% of all tokens. The one ex
eption is ChotChor; sin
e the similar-lookingChokChor o

urs only on
e, we 
an as
ribe the absen
e of ChotChor to sampling error.6.3 Robert Firth's paradigmRobert Firth's paradigm is similar to Tiltman's, but uses di�erent (and larger) set of rootsand a suÆxes, listed in table 17.
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Roots SuÆxess d y dyk t ar orCh Sh al olo qo ey eeyok qok Chy Shyot qot aiin oiinChk Cht Chor CholCKh CTh Cho CheyCPh ChCPh am ainChCKh ChCTh daiin dalyk yt eolShoTable 17: Robert Firth's root-suÆx paradigm.Firth's paradigm generates 496 distin
t words, of whi
h 366 appear in the referen
e textand a

ount for 16074 tokens. That 
orresponds to 5% of all words and 44.6% of all tokens.(A
tually, in Firth's paradigm the word spa
es were not 
onsidered signi�
ant; with thatassumption, the model may turn out to 
over an even larger fra
tion of the text.)7 The new word paradigmWe now des
ribe a new paradigm that is more general and a

urate than the previousmodels. The paradigm 
onsists of two parts: the �ne stru
ture model, detailed in the restof this se
tion, de�nes lo
al 
onstraints on the order of glyphs within a word; and the layermodel, the topi
 of se
tion ??, de�nes a de
omposition of the typi
al word into seven quitedistin
t parts. A more detailed and quantitative version of the paradigm will be presentedand dis
ussed in se
tion ??.The new paradigm �ts equally well the words from ordinary text and to �gure labels,and therefore strengthens the 
laim that the text words are indeed semanti
 units. Theparadigm also provides strong support for John Grove's theory that many ordinary-lookingwords o

ur pre�xed with a spurious letter ktpf [?℄.7.1 The �ne stru
ture of Voyni
hese wordsThe �ne stru
ture model says that most words are built from a small set of elements, ea
h
onsisting of 1 to 3 of the basi
 glyphs of table 2. The elements are listed in table 18.
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Class ElementsQ q 5133 .0379Y y 16837 .1242A a 13538 .0998 o 23689 .1747H k 7680 .0566 t 4569 .0337 f 365 .0027 p 1313 .0097ke 1691 .0125 te 991 .0073 fe � . pe 4 .CKh 653 .0048 CTh 733 .0054 CFh 55 .0004 CPh 144 .0011CKhe 230 .0017 CThe 185 .0014 CFhe 18 .0001 CPhe 61 .0004X Ch 6370 .0470 Sh 2306 .0170 ee 4100 .0302Che 4063 .0300 She 2029 .0150 eee 339 .0025D d 12417 .0916 l 10001 .0738 r 6383 .0471 s 2355 .0174N n 133 .0010 m 991 .0073in 1324 .0098 im 49 .0004 ir 581 .0043iin 4016 .0296 iim 13 .0001 iir 132 .0010iiin 103 .0008Table 18: The basi
 elements of Voyni
hese, a

ording to the �ne stru
turemodel. The 
lasses are explained in se
tion 7.3.The �ne stru
ture model also imposes 
onstraints on the order in whi
h the elements oftable 18 may follow ea
h other. Spe
i�
ally, it says that the prototypi
al Voyni
hese wordhas the form formula O?(KO?)� = O?KO?KO? � � �KO? (1)where O = Y [ A = fa; o; yg is the set of 
ir
le elements, and K = Q [H [X [D [N isthe set of all other elements.Table 18 and formula (1) impose some non-trivial 
onstraints on the sequen
e of glyphs.Spe
i�
ally, it says that the 
res
ent glyph e o

urs either in pairs, or singly after one of theelements fk;t;p;f; CKh; CTh; CPh; CFh; Ch; Sh; eeg. Moreover, the letters fa; o; yg 
annot o

urbetween a letter and its e-modi�er, and 
annot o

ur next to ea
h other. Finally, the letter i
an o

ur only before fr; n; mg; and the glyphs n and m may o

ur only in word-�nal position.Formula (1) �ts more than % of the VMS tokens, and % of its words.7.2 Justifying the �ne stru
ture modelTable 18 and formula (1) 
an be justi�ed by the glyph pair statisti
s. Generally speaking,
ompound elements like ke and iin were identi�ed by observing that one or more of their
onstituent glyphs o

urs almost ex
lusively as part of those 
ombinations.
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7.2.1 The 
res
ent glyphIn parti
ular, as tables 8 and 9 suggest, the 
res
ent glyph e either follows a gallows orben
h glyph (one of fCh; Sh;k;t;f;p; CKh; CTh; CFh; CPhg), or is adja
ent to another e glyph.See also tables 19 and 20.
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# q a o y l d r s n m Ch Sh k t f p CKh CTh CFh CPh# 1 � 3 2 1 1 � � 4 � � 1 � 7 13 1 4 � � � �q � � 2 4 2 � 1 � � � � � � 13 8 1 2 � � � �a � � � 1 � � 1 � � � � � � 1 � � � � � � �o 2 � 8 21 4 � 16 1 3 � 1 1 1 41 15 7 8 1 � � �y � � � � 1 � � � � � � � � 2 � � � � � � �l 2 � � 1 � � � � 2 � � � � 3 1 1 � � � � �d 3 � 2 4 14 � 6 � 2 � � � � � � 1 � � 1 � �r 1 � � � 1 � � � 3 � � � � � � � � � � � �s 5 � 1 4 10 � 5 1 2 � � 2 � 1 � � � � � � �n � � � � � � � � � � � � � � � � � � � � �m � � � � � � � � � � � � � � � � � � � � �Ch 4 � 153 1001 865 1 1503 5 64 � � 9 3 162 76 15 34 74 40 3 3Sh 37 � 62 469 448 � 753 2 29 � � 4 1 91 25 5 9 51 23 � 3k 1 � 60 527 285 1 652 1 10 � � 76 24 � � � � � 1 � �t 1 � 32 314 146 � 412 � 8 � � 27 3 � � � � � � � �f � � � � � � � � � � � � � � � � � � � � �p � � � 1 � � � � � � � � 1 � � � � � � � �CKh � � 3 31 142 � 49 � � � � � � � � 1 � 1 � � �CTh � � 1 40 103 � 34 1 4 � � � � � � � � � � � �CFh � � � 6 8 � 1 � � � � � � 1 � � � � � � �CPh � � 2 20 19 � 17 � 1 � � � � � � � � 1 � � �

Table19:Countsofglyphpairsthato

uradja
enttoasingleeglyph.The
entryinrowdand
olumnyisthenumberofo

urren
esofdeyinthemaintext.
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eviden
e that a single e glyph is a part the pre
eding gallows or ben
h letter.# q a o y l d r s n m Ch Sh k t f p CKh CTh CFh CPhprev . . . .01 . . . . . . . .43 .21 .17 .10 . . .02 .02 . .01next .01 . .04 .26 .22 . .37 . .01 . . .01 . .03 .01 . .01 .01 .01 . .Table 21: Distribution of basi
 glyphs pre
eding and following a single e glyph inthe main text.# q a o y l d r s n m Ch Sh k t f p CKh CTh CFh CPhprev .01 .01 . .05 . . .01 . .01 . . .37 .17 .17 .10 . . .03 .02 . .01next .01 . .06 .32 .15 . .22 . .03 . . .03 .01 .06 .03 .01 .02 .01 .01 . .Table 22: Distribution of basi
 glyphs pre
eding and following a single e glyph inthe main text's lexi
on (ignoring word frequen
ies).More signi�
antly, the glyph distributions just after gallows-e and ben
h-e pairs, su
h aske and She, are similar to the distributions after the 
orresponding unmodi�ed gallows andben
hes. See table ??. In 
ontrast, the glyph distributions just before e-glyph pairs, su
h ased, are quite unlike those of the 
orresponding bare glyphs. See table ??. In other words,the e glyph transmits to the right the presen
e of the pre
eding gallows or ben
h, but doesnot transmit to the left any information on the following glyph. On
e again, we interpretthese observations as hints that single e is a gallows/ben
h suÆx modi�er | one whi
h, infa
t, does not 
hange the glyph's 
hara
ter very mu
h.# q y a o d l r s n m Ch Sh k t f p CKh CTh CFh CPh totCh . . .09 .04 .25 .07 . . . . . . . . . . . .02 . . . 1.0Che . . .22 .04 .25 .37 . . .02 . . . . .04 .02 . . .02 . . . 1.0Sh . . .06 .03 .22 .04 . . . . . . . . . . . .02 . . . 1.0She .02 . .22 .03 .23 .37 . . . . . . . .05 . . . .03 . . . 1.0k . . .08 .30 .07 . . . . . . .11 .02 . . . . . . . . 1.0ke . . .17 .04 .32 .40 . . . . . .05 . . . . . . . . . 1.0t . . .08 .26 .12 . . . . . . .18 .03 . . . . . . . . 1.0te . . .15 .03 .33 .44 . . . . . .03 . . . . . . . . . 1.0CKh . . .51 .04 .11 .04 . . . . . . . . . . . . . . . 1.0CKhe . . .63 . .14 .22 . . . . . . . . . . . . . . . 1.0CTh . . .40 .08 .25 .03 . . . . . . . . . . . . . . . 1.0CThe . . .56 . .22 .19 . . .02 . . . . . . . . . . . . 1.0Table 23: Distributions of basi
 glyphs in the main text just after some digraphsending with single e, 
ompared to the distributions after the the 
orrespondinge-less glyph. 34



# e# y ey a ea o eo d ed Ch eCh Sh eSh k ek t et p ep f ef CKh eCKh CTh eCTh# . .02 .10 . .14 . .33 . .29 . .56 . .73 . .13 .02 .18 .09 .42 .07 .35 .03 .22 . .55 .q . . . . . . .22 . . . . . . . . .04 . .06 . .04 . .03 . . . .y .41 . . . . . . . . . .03 . .02 . .07 . .10 . .06 . .05 . . . . .a . . . . . . . . . . . . . . . . . . . . . . . . . .o .03 .04 . . .02 .02 . . .17 . .02 . .02 .03 .62 .13 .65 .11 .41 .14 .36 .22 .22 . .15 .d .02 .05 .40 . .29 . .02 . . . .03 . .04 . . . . . . . . .03 . . . .02l .16 .04 .03 . .03 . .02 . .03 . .06 . .06 . .11 . .02 . .03 . .09 .03 . . . .r .15 .02 . . .05 . . . . . . . . . . . . . . . . . . . . .s .03 .09 . . .04 . .02 . . . . .02 . . . . . . . . . . . . . .n .16 . . . . . . . . . . . . . . . . . . . . . . . . .m .03 . . . . . . . . . . . . . . . . . . . . . . . . .Ch . .07 .06 .42 .03 .47 .11 .41 .06 .44 . .07 . .09 .02 .50 . .55 .02 .60 . .47 .27 .58 .14 .62Sh . .65 .02 .22 . .19 .04 .19 . .22 . .03 . .03 . .28 . .18 . .16 . .16 .10 .40 .05 .35k . .02 .04 .14 .21 .18 .03 .22 . .19 .10 .63 .05 .73 . . . . . . . . . . . .02t . .02 .03 .07 .11 .10 .03 .13 . .12 .09 .23 .04 .09 . . . . . . . . . . . .f . . . . . . . . . . .02 . . . . . . . . . . . . . . .p . . . . . . . . . . .07 . .02 .03 . . . . . . . . . . . .CKh . . .03 .07 . . . . . . . . . . . . . . . . . .03 . . . .CTh . . .02 .05 . . . .02 . . . . . . . . . . . . . . . . . .CFh . . . . . . . . . . . . . . . . . . . . . . . . . .CPh . . . . . . . . . . . . . . . . . . . . . . . . . .tot 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0Table 24: Distributions of basi
 glyphs in the main text just before somedigraphs beginning with single e, 
ompared to the distributions before the
orresponding e-less glyph.
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# q y a o d l r s n m Ch Sh k t f p CKh CTh CFh CPh totCh . . .10 .06 .25 .08 . . .02 . . . . .02 . . . . . . . 1.0Che . . .15 .06 .32 .25 . . .03 . . . . .06 .04 .02 .02 .02 . . . 1.0Sh . . .09 .04 .23 .07 . . . . . . . .02 . . . . . . . 1.0She .03 . .15 .04 .34 .22 . . .04 . . . . .07 .03 . .02 .03 . . . 1.0k . . .07 .21 .11 . . . . . . .15 .05 . . . . . . . . 1.0ke . . .12 .08 .38 .22 . . .02 . . .10 .06 . . . . . . . . 1.0t .02 . .07 .17 .16 . . . . . . .20 .07 . . . . . . . . 1.0te . . .12 .08 .44 .23 . . .02 . . .09 . . . . . . . . . 1.0CKh .02 . .27 .07 .21 .06 . . .02 . . . . . . . . . . . . 1.0CKhe . . .38 .05 .24 .30 . . . . . . . . . .02 . .02 . . . 1.0CTh .02 . .19 .13 .28 .06 . . .02 . . . . . . . . . . . . 1.0CThe . . .38 .02 .31 .23 . .02 .04 . . . . . . . . . . . . 1.0Table 25: Distributions of basi
 glyphs in the main text's lexi
on (ignoring wordfrequen
ies), just after some digraphs ending with single e, 
ompared to thedistributions after the the 
orresponding e-less glyph.
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# e# y ey a ea o eo d ed Ch eCh Sh eSh k ek t et p ep f ef CKh eCKh CTh eCTh# . .04 .15 . .08 .02 .25 . .18 . .34 . .42 . .15 .05 .24 .11 .43 .08 .32 .03 .20 . .35 .q . . . . . . .12 . . . . . . . . .07 . .09 . .05 . .03 .03 . .02 .y .38 . . . . . . . .04 . .04 . .05 . .12 . .12 . .07 . .06 . .02 . .02 .a . . . . . . . . . . . . . . . . . . . . . . .02 . .03 .o .04 .07 .02 . .04 .05 . .02 .26 .02 .04 . .05 .03 .39 .27 .46 .19 .32 .21 .33 .23 .31 .03 .28 .d .04 .11 .30 .04 .28 . .03 . . . .05 . .05 . . . . . . . . .03 .02 . . .07l .12 .07 .05 . .05 . .04 . .07 . .09 . .10 . .16 .02 .05 . .04 . .10 .03 . . . .r .15 .04 .03 . .08 . .03 . . . .03 . .03 . . . . . . . . . . . . .s .06 .11 .02 .02 .04 . .02 . . . .02 .03 . . . . . . . . . . . . . .n .12 . . . . . . . . . . . . . . . . . . . . . . . . .m .05 . . . . . . . . . . . . . . . . . . . . . . . . .Ch . .14 .08 .36 .05 .37 .12 .37 .08 .42 . .11 . .10 .03 .34 .03 .43 .04 .47 . .47 .13 .53 .11 .60Sh . .36 .03 .17 . .10 .05 .18 .03 .17 . .04 . .03 . .21 . .17 . .18 . .13 .07 .37 .05 .27k . .04 .04 .13 .14 .23 .04 .20 . .17 .11 .53 .09 .71 . . . . . . . . . . . .07t . .04 .03 .08 .08 .14 .04 .14 . .11 .10 .27 .08 .10 . . . . . . . . . . . .f . . . . . . . . . . .04 . . . . . . . . . . . . . . .p . . . . .03 . .02 . . . .10 . .05 .03 . . . . . . . . . . . .CKh . . .02 .07 . .02 . .02 . .04 . . . . . . . . . . . .03 . .03 . .CTh . . . .06 . . . .02 . .02 . . . . . . . . . . . . . . . .CFh . . . . . . . . . . . . . . . . . . . . . . . . . .CPh . . . .03 . . . .02 . . . . . . . . . . . . . . . .03 . .tot 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0Table 26: Distributions of basi
 glyphs in the main text's lexi
on (ignoring wordfrequen
ies), just before some digraphs beginning with single e, 
ompared to thedistributions before the 
orresponding e-less glyph.7.2.2 Multiple 
res
ent glyphsIf we look at all strings of 
onse
utive e glyphs, we �nd instan
es that are pre
eded bya gallows or ben
h glyph, and instan
es that are not. Of the former, ( %) 
onsist ofa single e; of the latter, ( %) 
onsist of either two or three e. Thus we feel justi�ed inparsing single e as modi�ers of the pre
eding glyph, and treating ee and eee as elements ontheir own.Moreover, as we observed before, the glyphs that may follow a single e glyph that followsa gallows or ben
h glyph g are those that may follow the glyph g by itself; whereas the glyphsthat may follow a double or triple e glyph are those that may follow an Ch or Sh.The reader may have noti
ed that the in
lusion of both ee and eee 
reates ambiguities inthe parsing of some words; for instan
e, 
heeey 
ould be parsed as either 
h:eee:y or 
he:ee:y.37



Observing that groups like kChe are far more 
ommon than keCh, we arbitrarily 
hose toresolve the ambiguity by parsing keee as k:eee rather than ke:ee.7.2.3 The 
ir
le glyphsThe \
ir
le" glyphs fa; o; yg are found interspersed among other elements. In fa
t thenumber of 
ir
le glyphs is almost exa
lty half the number of non-
ir
le elements. If 
ir
lesand non-
ir
les were intermixed at random, we would expe
t about double-
ir
le andtriple-
ir
le sequen
es. Instead we see only doublets and triplets. Obviously repetitionof 
ir
le glyphs is strongly avoided.Unlike the e glyph, whi
h 
an be 
on�dently viewed as a modi�er for the pre
eding letter,it is still an open question whether the 
ir
le glyphs are independent letters, or modi�ersfor adja
ent letters, or both. The �nal groups fm; in; iing and the letters r and l, are almostalways pre
eded by a or o. In parti
ular, the words far; or; al; olg are quite 
ommon, whilefraro; la; log are essentially non-existent. On the other hand, the glyphs q and d are usuallyfollowed by a 
ir
le letter, but rarely pre
eded by one.# q e l d r s n m Ch Sh k t f p CKh CTh CFh CPhprev .33 .22 .14 .02 .02 .01 .01 . . .11 .04 .03 .03 . .01 . .01 . .next .05 . .01 .23 .09 .11 .02 . .01 .01 . .25 .16 .01 .02 .01 .01 . .Table 27: Distribution in the main text of basi
 glyphs adja
ent to a single oglyph. # q e l d r s n m Ch Sh k t f p CKh CTh CFh CPhprev .15 . .03 .03 .30 .05 .04 . . .04 .01 .22 .11 . .01 . .01 . .next . . . .22 . .23 . .01 .06 . . . . . . . . . .Table 28: Distribution in the main text of basi
 glyphs adja
ent to a single aglyph. # q e l d r s n m Ch Sh k t f p CKh CTh CFh CPhprev .10 . .24 .03 .40 .01 .01 . . .06 .02 .04 .03 . . .03 .02 . .next .89 . . . .01 . . . . .02 .01 .04 .03 . . . . . .Table 29: Distribution in the main text of basi
 glyphs adja
ent to a single yglyph. # q e l d r s n m Ch Sh k t f p CKh CTh CFh CPhprev .22 .10 .14 .02 .21 .02 .02 . . .08 .03 .08 .05 . .01 .01 .01 . .next .30 . .01 .16 .04 .11 .01 . .02 .01 . .12 .08 . .01 . . . .Table 30: Distribution of basi
 glyphs adja
ent to a single 
ir
le glyph(fa o: evabyg). 38



7.3 The layer modelThe elements of the �ne-stru
ture model 
an be partitioned into seven distin
t 
lassesQ;A; Y;H;X;D;N , listed in table 18. Throughout this se
tion, we will ignore any o

ur-ren
es of the glyphs A [ Y = fa; o; yg; their distribution will be dis
ussed separately inse
tion 7.4.6. After erasing those glyphs, it turns out that almost every VMS word 
anbe parsed into �ve nested layers, ea
h 
onsisting of elements from the same 
lass. Morepre
isely, almost every word is generated by the formulaQ?D?X�H?X�D
N ? (2)where �+ � and 
 are 0, 1, or 2.7.3.1 UnimodalityAlthough ea
h fa
tor in formula (2) may be empty, the formula is de�nitely non-trivial: itrules out, for example, words with two 
ore letters bra
keting a mantle or 
rust letter. Moregenerally, suppose we assign \densities" 1, 2, and 3 to the three main letters 
lasses above,and ignore the remaining letters. The paradigm then says that the density pro�le of anormal word is a single unimodal hill, without any internal minimum. In other words,as wemove away from any maximum-density letter in the word, in either dire
tion, the density
an only de
rease (or remain 
onstant). The possible density pro�les (ignoring repeateddigits) are 1 2 312 21 13 31 23 32121 123 131 132 231 232 3211231 1232 1321 232112321Note that these are a proper subset of the possible three-level pro�les. In parti
ular, thepro�les 212, 213, 312, 313, and 323 are ex
luded by our paradigm.Formula (2) �ts more than % of the tokens, and % of the words.? [Here we should mention the remarkable evenness and independen
e of the two traits, `hasgallows' and `has ben
hes'.℄7.3.2 The initial elementThe Q pre�x, when present, 
onsists of a single q glyph. 
an o

ur only at the beginningof a normal word, although in a few instan
es (less than 0.4% of all qs, ) it is pre
eded byo or y.The letter q rarely o

urs at beginning of paragraphs or in labels, whi
h may mean thatit is a grammati
al parti
le (arti
le, preposition, et
.).39



7.4 The �nal elementsElements of 
lass N 
an o

ur only at the end of the word. They 
omprise the glyphs n andm, and 
lusters 
onsisting of one to four i glyphs, followed by one of the letters fn; m; d; l; r; sg.A
tually, as shown in table 31, only a few of those 24 potential i-
ontaining 
lusterso

ur in signi�
ant numbers.Class ElementsF id 5 .0008 il 28 .0044 ir 581 .0923 is 11 .0018 in 1324 .2104 im 49 .0078iid 9 .0014 iil 12 .0019 iir 132 .0210 iis 7 .0011 iin 4016 .6381 iim 13 .0021iiid 1 .0002 iiil 1 .0002 iiir 1 .0002 iiis � . iiin 103 .0164 iiim � .iiiid � . iiiil � . iiiir � . iiiis � . iiiin 1 .0002 iiiim � .Table 31: All the potential �nal elements of Voyni
hese.The asymmetry between ir and is is puzzling, 
onsidering that r and s are similar inother respe
ts. Also dis
on
erting is the fa
t that the glyphs n and m are almost ex
lusivelyword-�nal, whereas r o

urs both internally and as part of ir and iir elements. Howeversu
h asymmetries are 
ommon in natural languages.7.4.1 Abbreviation lettersIt seems that the letter m is inordinately 
ommon at the end of lines, and before interruptionsin the text due to intruding �gures. The letter m, like the N groups, is almost alwayspre
eded by a or o (862 tokens in 950, 91%). We note also that dam and am are the most
ommon -am words, just as daiin and aiin are the most 
ommon -aiin words. Perhaps m is anabbreviation for iin (and/or other N groups), used where spa
e is tight.On the other hand, the truth may not be that simple. of the 950 tokens that 
ontain m,56 (5.8%) are pre
eded by ai or aii rather than a alone.The rare letter g, like m, o

urs almost ex
lusively at the end of words (24 tokens out of27); however, unlike m, it is not pre
eded by a. We note that g looks like an m, ex
ept thatthe leftmost stroke is rounded like that of an a. Perhaps g is an abbreviation of am?There are 32 tokens that end in m, but not as am, om, or im. It is possible that thesetokens are a
tually instan
es of g that were in
orre
tly trans
ribed as m | a fairly 
ommonmistake.7.4.2 The leaders? [Rewrite, removing referen
es to the 
rust layer.℄After the intial and �nal groups, the next inner layer 
onsists of leaders | the lettersD = fl; d; r; s; xg | with their fa; o; yg, if any. In normal words, this layer 
ompriseseither the whole word (almost exa
tly 25% of the normal tokens), or a pre�x and a suÆxthereof (75%). ?[Note that these per
entages are a 
onsequen
e of the gallows/ben
h traitstatisti
s.℄ 40



There are 459 tokens (1.3%) where leader letters o

ur bra
keted by non-
rust letters onboth sides. Most of these ex
eptions are a
tually instan
es of what we 
all \Grove words"(see se
tion 8).7.4.3 Leader distributionTable 32 shows the distribution of number of leaders in words without mantle or 
ore,tabulated separately for words with and without the initial q letter:Without q With q221 0.02662 . 38 0.08482 q3565 0.42941 # 299 0.66741 q#4066 0.48976 ## 109 0.24330 q##413 0.04975 ### 2 0.00446 q###36 0.00434 ####1 0.00012 #####Table 32: Distribution of number of leaders in words without 
ore and mantle,with and without q. Ea
h # represents a leaderIn words that have a non-empty mantle or 
ore, the 
rust is divided in two blo
ks.Table 33 shows the joint distribution of pre�x and suÆx lengths.pre�xlength suÆx length0 1 2 3 4 avg0 5130 10572 1565 112 2 0.811 820 1579 103 0.712 59 94 3 2 0.673 1 3 0.75avg 0.16 0.15 0.07 0.00 0.00Table 33: Distribution of number of leaders in the 
rust pre�x and suÆx of wordswith 
ore or mantle.From the row and 
olumn averages in table 33, it is 
lear that pre�x length and suÆxlength (number of leaders) are nearly independent variables. There slight negative depen-den
e that 
an be noti
ed between the two may well be the result of trans
ribers insertingbogus word breaks in longer words.In any 
ase, the average lengths are 0.14 leaders in the pre�x, 0.80 in the suÆx, and0.94 in the whole word. Note that this number is substantially less than the average lengthof 
rust-only words; in other words, the presen
e of 
ore or mantle letters seems to redu
ethe `need' for leaders. 41



7.4.4 The mantle layerThe mantle layer 
onsists primarily of the \ben
h" letters: Ch and Sh, and the ee group,whi
h, in its n-gram statisti
s, seems to be a variant of those two. As explained above, wein
lude in the mantle also single e letters, ex
ept those that follow a 
ore letter; and any oletters pre�xed to the above.Almost exa
tly 1=4 or the normal tokens have a non-empty mantle, but no 
ore. Inthose words, the mantle typi
ally 
onsists of one or two ben
hes, 
ombined of 
ourse withsingle e letters and 
ir
les. If we ignore the latter, and repla
e Sh by Ch, the most 
ommon
ombinations in normal words are:68 0:00799 e 3292 0:38661 
h185 0:02173 ee 3851 0:45226 
he90 0:01057 eee 917 0:10769 
hee2 0:00023 eeee 24 0:00282 
heee3 0:00035 e
h 42 0:00493 
h
h 17 0:00200 
he
h2 0:00023 e
he 7 0:00082 
h
he 2 0:00023 
he
he5 0:00059 ee
h2 0:00023 ee
heIn words that have gallows letters, the mantle is normally split into two 
ontiguoussegments, a pre�x and a suÆx, and either or both of them may be empty.? [Here we need some tabulations?℄The implied stru
ture of the mantle is probably the weakest part of our paradigm.A
tually, we still do not know whether the single e after the 
ore is indeed a modi�er forthe gallows letter (as the grammar implies); or whether the pedestal of a platform gallowsis to be 
ounted as part of the mantle; or whether the eee groups ought to be parsed as e.ee,ee.e, or neither; and so on.Allowing for both e and ee in the mantle 
ould make the grammar ambiguous. Fortu-nately, it turns out that the only ambiguous string that is 
ommon enough to matter is eee.(The string eeee o

urs only 4 times in the whole manus
ript.) Our grammar parses eee ase followed by ee.7.4.5 The 
ore layerThe 
ore layer of a normal word, by de�nition, 
onsists of the \gallows" letters ft;p;k;fgor their \pedestal" variants fCTh; CPh; CKh; CFhg; ea
h possibly pre�xed by one or more roundletters, and followed by a single e or oe. Alternative platforms su
h as IKh and CKHh, andin
omplete platforms su
h as 
k are extremely rare (abot 30 o

urren
es), and are 
lassi�edas AbnormalWord by the grammar.A string of two or more e letters following a gallows letter is parsed from right to left,into zero or more ee pairs, whi
h are assigned to the mantle, and possibly a single e, whi
his interpreted as part of the 
ore. Thus kee is parsed as k.ee and keee as ke.ee. We have nostrong arguments for this rule, ex
ept that it avoids ambiguity.42



Almost exa
tly half of the normal words have an empty 
ore, while the other half hasa 
ore that 
onsists of a single gallows letter, possibly with platform. There are 326 wordswith two or more gallows. Here is a breakdown of the normal gallows by type:7084 0:39876 k 633 0:03563 CKh4162 0:23428 t 701 0:03946 CTh299 0:01683 f 42 0:00236 CFh1159 0:06524 p 129 0:00726 CPh1749 0:09845 ke 223 0:01255 CKhe966 0:05438 te 180 0:01013 CThe3 0:00017 fe 15 0:00084 CFhe3 0:00017 pe 58 0:00326 CPheNote the almost absolute la
k of e after p and f. The anomaly of these 
ounts 
an beappre
iated by 
omparing the ratios pe=te with p=t, CPh=CTh, and CPhe=CThe.7.4.6 Distribution of the 
ir
lesUp to now we have ignored the presen
e of the \
ir
le" letters fa; o; yg These are usuallyinserted between the other letters, as in qokeedy or okedalor. The insertion is strongly
ontext-dependent, of 
ourse. As several people have observed, two 
ir
les in 
onse
utivepositions o

ur with abnormaly low frequen
y | mu
h less than implied by the frequen
iesof individual letters. Our de
ision to atta
h the 
ir
les in the 
rust to adja
ent letters (seethe OR symbol) was di
tated by this observation.A
tually, the rules about whi
h 
ir
les may appear in ea
h position seem to be fairly
omplex, and are still being sorted out. Chie
y for that reaon, the grammar is quitepermissive on this point, and may in fa
t predi
t signi�
ant frequen
y for many words thathave in fa
t a forbidden 
ir
le pattern.For instan
e, it is well-known that y (with very few ex
eptions)℄ only o

urs at in word-initial or word-�nal position. Yet the grammar indi�erently allows either y, o or a at any slotwithin the 
rust layer, and either y or o within the 
ore and mantle layers. We 
onsidereddistinguishing initial from medial 
ir
le slots in the grammar, but that would have requiredthe dupli
ation several rules.Our grammar also fails to re
ord the unequal distribution of the 
ir
les next to di�erent
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\leaders", whi
h 
an be inferred from the digraph and trigraph statisti
s:21 dd 6 dad 18 dod394 ld 1 lad 44 lod27 rd 2 rad 63 rod21 sd 1 sad 23 sod75 dl 730 dal 199 dol30 ll 72 lal 152 lol12 rl 126 ral 103 rol4 sl 95 sal 133 sol11 dr 803 dar 127 dor35 lr 69 lar 156 lor1 rr 107 rar 61 ror2 sr 121 sar 68 sor179 ds 7 das 4 dos396 ls 2 las 17 los45 rs 2 ras 7 ros28 ss 1 sas 16 sosGenerally speaking, the letters o and a seem to be attra
ted to the slots before r and l, andseem to avoid slots before d and s. To re
ord these preferen
es in the grammar, it would bene
essary to split the R symbol into separate symbols R! r j l and D! d j s, and similarlyfor OR.Cir
les are less 
ommon within the mantle layer, but fairly 
ommon at the boundariesof those two layers. Again, the present version of the grammar doesn't try to 
apture thesenuan
es: it allows an optional 
ir
le before every 
ore or mantle letter.On the other hand, the grammar does impose some restri
tions about the 
ir
le slotsjust before an IN group (where only a and o are allowed), before e and ee (where only o isallowed), before other 
ore or mantle letters (where only y or o are allowed) and the slot atthe very end of the word (ditto).We have arbitrarily 
hosen to parse ea
h 
ir
le as if it were a modi�er of the next non-
ir
le letter; ex
ept that a 
ir
le at the end of the word (usually a y glyph) is parsed as aletter by itself. Thus olk
hody is parsed as ol:k:
h:od:y. We have no 
onvin
ing argumentto ba
k this 
hoi
e, ex
ept that 
ir
les behave quite di�erently from the more numerousnon-
ir
les, so pla
ing both at the same level in the grammar would obs
ure the stru
tureof the non-
ir
les.8 Abnormal wordsThe words that do not �t into our paradigm are 
olle
ted in the gramamr under the symbolAbnormalWord. These words 
omprise 1295 tokens (3.7%) in the main text, and 127 tokens44



(12.4%) in the labels. The vast majority are rare words that o

ur only on
e in the wholemanus
ript. They were manually sorted into a few major 
lasses, a

ording to their main\defe
t" as we per
eived it:� Multiple: words that do not have a properly nested layer stru
ture, and seem tobe two more normal words joined together (716 tokens, 55% of the abnormal words).These 
an be subdivided into:{ MultiCore: words with two or more gallows (208 tokens). The most 
ommon isoteotey (3 o

urren
es).{ MultiCoreMantle: words with 
rust letters surrounded by 
ore or mantle letters(278 tokens). The most 
ommon are 
hod
hy and 
holky (4 o

urren
es ea
h){ EmbeddedAIN: words whi
h 
ontain the A.IN groups in non-�nal position (206tokens). The most 
ommon are daiidy and dairal (5 o

urren
es ea
h).{ EmbeddedYQ: abnormal words whi
h 
ontain the y letter in non-�nal, non-initialposition; or the letter q in non-initial position (24 tokens). The most 
ommon isoykeey (2 o

urren
es).� GroveWord: this 
lass was de�ned by John Grove, who noti
ed that the rare wordsoften found at the beginning of lines, su
h as pol
hedy, 
ould be interpreted as normalwords pre�xed with a spurious gallows letter. Of the abnormal tokens in the text, 213(16%) �t this des
ription.� Weird: the remaining 366 abnormal tokens (28%) are not easily interpreted as joinedwords or Grove's gallows-pre�xed words. We have sorted them into:{ WeirdM: words that have one of the letters m or g not pre
eded by a 
ir
le (57tokens). Apart from the letter m by itself (13 o

urren
es), the most 
ommon isdm (4 o

urren
es).{ WeirdI: words that 
ontain letter i in any 
ontext other than an IN group (68tokens). The most 
ommon is dairin (2 o

urren
es).{ WeirdSE: abnormal words that 
ontain single e after an s (28 tokens). The most
ommon is shese (3 tokens).{ WeirdOther: abnormal words that did not seem to �t in any of the above 
ate-gories (213 tokens). Apart from isolated letters like v (7 tokens) and 
 (4 tokens)| mainly in the 
ir
ular text on page f57v | the most 
ommon are da (6 to-kens), a
khy, sa, and sha (3 tokens ea
h). Note that the latter are probably theresult of misreading y as a in otherwise normal (and 
ommon) words.It is quite possible that, when the VMS is de
iphered, we will dis
over that some of theseabnormal words are in fa
t quite \normal". Indeed, although most \abnormal" words o

uronly on
e, some 
lasses of abnormal words may be suÆ
iently frequent and well de�ned to45



deserve re
ognition in the grammar. One su
h 
andidate, for example, is EmbeddedAIN, theset of words that have A.IN groups in non-�nal position.Conversely, the grammar is probably too permissive in many points, so that many wordsthat it 
lassi�es as normal are in fa
t errors or non-word 
onstru
ts. See the se
tion about
ir
le letters, for example. For instan
e, there must be many apparently \normal" tokenswhi
h are in fa
t \Grove words". These 
ould result from prepending a spurious gallowsletter to a 
rust-only normal word (e.g. p + olarar = polarar), or prepending a spuriousnon-gallows letter to a suitable normal word (e.g. d + 
hey = d
hey). Indeed, it is quitepossible that most of the normal-looking line-initial words are in fa
t su
h \
rypto-Grove"words.9 Se
tional variariationThe rule frequen
ies vary somewhat from se
tion to se
tion, as shown in the appendi
es ??and ??.The pages in
luded in ea
h se
tion are listed in se
tion ??. The spe
ial se
tion txt.nis the whole text of the manus
ript, as used in the main grammar page. For ea
h of thosese
tions, we 
onsiderd only paragraph, 
ir
ular, radial, and \signature" text; ex
ludinglabels and key-like sequen
es. The spe
ial se
tion lab.n 
onsist of all labels.It is not surprising to �nd variations from se
tion to se
tion. What is surprising is thatthe variations are modest; the basi
 paradigm seems to hold for the whole text, and thealternatives of ea
h rule generally have similar relative frequen
ies.In fa
t, even those modest di�eren
es may not be signi�
ant. It has been established thatthe Voyni
hese word distribution, like that of natural languages, is highly non-uniform (Zipf-like), largely un
onne
ted to word stru
ture, and highly variable from se
tion to se
tion.Therfore, the rule frequen
ies in any given se
tion are likely to be dominated by the fewmost 
ommon words in that se
tion | just as the frequen
y of the digraph th in Englishis largely determined by the frequen
y of words the and that.10 Dis
ussion and 
onje
turesPerhaps the most important feature of the paradigm is its existen
e. The non-trivial wordstru
ture, espe
ially the three-layer division, pose severe 
onstraints on 
ryptologi
al expla-nations. In parti
ular, simple Vigenere-style 
iphers, su
h as the 
odes 
onsiderd by Strongand Brumbaugh, seem to be out of the question, as they would hardly generate the observedword stru
ture.In fa
t, the existan
e of a non-trivial word stru
ture strongly suggests that the Voyni
h-ese \
ode" operates on isolated words, rather than on the text as a whole. (This 
on
lusionis supported also by statisti
al studies of Voyni
hese word frequen
ies, and by the existen
eof labels and other non-linear text.)The 
omplexity of the paradigm also dis
redits the 
laims that the VMS is nonsensegibberish. It seems unlikely that a 15th 
entury author would invent a random pseudo-46



language with su
h a 
omplex, unnatural stru
ture | and sti
k to it for 240+ pages, someof them quite boring | only to impress 
lients, defraud a gullible 
olle
tor, embarass a rivals
holar, or just for the fun of it.The paradigm has impli
ations also for theories that assume a straightforward (non-en
rypted) en
oding of some obs
ure language. The layered word stru
ture does not ob-viously mat
h the word stru
ture of Indo-European languages. Semiti
 languages su
h asArabi
, Hebrew, or Ethiopian 
ould berhaps be transliterated into Voyni
hese, but not byany traightforward mapping.In fa
t, if the VMS is not en
rypted, the layered stru
ture suggests that the \words"are single syllables (a 
on
lusion that is also supported by the 
omparatively narrow rangeof \word" lengths). However, the number of di�erent \words" is far too large 
ompared tothe number of syllables in Indo-European languages. So either the s
ript allows multiplespellings for the same syllable, or we must look for languages with large syllable inventory| e.g. East Asian languages su
h as Cantonese, Vietnamese, or Tibetan. [6℄Another possibility is that the VMS \words" are isolated stems and aÆxes of an ag-glutinative language, su
h as Turkish, Hungarian, or several Amerind languages. (Indeed,there is eviden
e of a strong 
orrelation between 
ertain features of 
onse
utive Voyni
hesewords, reminis
ent of the Turkish/Hungarian \vowel harmony" rule. [9℄)A Digital trans
ription of the VMSPreparation of the VMS text for 
omputer analysis requires an en
oding of the glyphs intobytes. Several en
oding s
hemes of trans
ription alphabets, loosely based on the glyphs oftable 2, have been devised for this purpose. The en
odings whi
h are still in 
ommon useare listed in table 34.
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FSG Currier Frogguy EVAGlyph �1950 �1960 �1992 �1996e C C 
 ei I I i iy G 9 9 yq 4 4 4 qa A A a ao O O o od 8 8 8 dl E E x lr R R 2 rs 2 2 s sn L D v nm K J ig mCh T S 
t ChSh S Z 
't Shk D F lp kt H P qp tCKh DZ X 
lpt CKhCTh HZ Q 
qpt CThf F V lj fp P B qj pCFh FZ Y 
ljt CFhCPh PZ X 
qjt CPhTable 34: En
oding of the essential Voyni
hese glyphs in some trans
riptionsystems.The FSG (First Study Group) en
oding was used by the very �rst 
omputerized VMSanalysis e�ort, undertaken between 1944 and 1946 by an informal VMS resear
h team setup at NSA by the noted 
ryptographer W. Friedman. [?, ?℄. Their partial trans
ription ofthe VMS into pun
hed 
ards was re
overed in 1995 by J. Reeds and J. Guy [?℄, and was untilquite re
ently the only publi
ly available digital edition of the text. The Currier alphabetwas de�ned by P. Currier for his independent trans
ription e�ort; it was proposed as a\standard" by the 1976 workshop organized by M. D'Imperio [?, ?℄. The Frogguy en
odingis an `anlyti
al' alphabet developed by J. Guy in 1991, where ea
h 
hara
ter represents apen stroke rather than a whole glyph [?℄. The EVA alphabet was de�ned by R. Zandbergenand G. Landini in 1996 [?℄, and seems to be the most popular one at the moment.48



A
tually all these systems use additional symbols for some rare glyphs (like x = EVAx = FSG Y) or 
ommon glyph 
ombinations (like iin = FSG M). Fortunately, due to thedis
rete nature of the s
ript, any of these alphabets 
an be trivially mapped to any other,with negligible loss of information.B The referen
e sampleAll statisti
s presented in the previous se
tions were derived from an almost 
omplete ref-eren
e sample of the VMS trans
ription, 
ontaining 35027 running text tokens and 1003label tokens. The reason for not using the whole trans
ription is that all versions that arepresently available are 
ontain a signi�
ant fra
tion of reading errors, as well as expli
itmarks of `unreadable' 
hara
ters. If su
h problemati
 tokens were in
luded in the samples,they would be improperly 
ounted as failures of the paradigm and introdu
e a negative biasin the 
omputed failure rate.To redu
e the impa
t of trans
ription errors, we took advantage of the fa
t that almostevery part of the VMS text has been trans
ribed by at least two people, often by three ormore. Note that if two people disagree about the reading of some token, at least one ofthem must be in error. Therefore, whenever we had several readers for a token, for every
hara
ter position (in the EVA en
oding) we used the reading that was reported by themajority of the readers. If there was no de�nite majority for any 
hara
ter (in parti
ular, ifwe had only two readers for a token, and they disagreed), we ex
luded the token from thereferen
e sample.We also ex
luded from the sample any tokens whi
h 
ontained very rare 
hara
ters(\weirdos") like Y or u. Word breaks were not de�ned by majority vote, but by taking theunion of all breaks reported by the various trans
ribers.Table 35 gives the number of text words in ea
h se
tion, and the per
entage of reje
tedwords.
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Tokens WordsSe
 Total A

epted Dis
arded Total A

epted Dis
ardedhea.1 6866 6703 97.6 163 2.4 2131 1980 92.9 151 7.1hea.2 868 823 94.8 45 5.2 554 509 91.9 45 8.1heb.1 2901 2820 97.2 81 2.8 1189 1111 93.4 78 6.6heb.2 557 510 91.6 47 8.4 331 288 87.0 43 13.0
os.1 185 146 78.9 39 21.1 73 63 86.3 10 13.7
os.2 1491 1353 90.7 138 9.3 868 733 84.4 135 15.6
os.3 884 713 80.7 171 19.3 533 380 71.3 153 28.7bio.1 6828 6555 96.0 273 4.0 1536 1325 86.3 211 13.7zod.1 1010 701 69.4 309 30.6 641 379 59.1 262 40.9pha.1 926 858 92.7 68 7.3 485 418 86.2 67 13.8pha.2 1426 1309 91.8 117 8.2 684 587 85.8 97 14.2str.1 755 670 88.7 85 11.3 483 402 83.2 81 16.8str.2 10768 10097 93.8 671 6.2 3225 2779 86.2 446 13.8unk.1 213 202 94.8 11 5.2 162 153 94.4 9 5.6unk.2 140 134 95.7 6 4.3 103 97 94.2 6 5.8unk.3 47 44 93.6 3 6.4 46 43 93.5 3 6.5unk.4 302 292 96.7 10 3.3 226 216 95.6 10 4.4unk.5 342 309 90.4 33 9.6 246 214 87.0 32 13.0unk.6 489 431 88.1 58 11.9 297 247 83.2 50 16.8unk.7 387 357 92.2 30 7.8 235 208 88.5 27 11.5tot.n 37385 35027 93.7 2358 6.3 8105 6525 80.5 1580 19.5mid.n 27380 25685 93.8 1695 6.2 5630 4485 79.7 1145 20.3Table 35: Counts of plain text tokens and words for ea
h se
tion: in the 
ompletetrans
ription, in the referen
e sample, and in the reje
ted subset.Table 36 gives the analgous data for labels.
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Tokens WordsSe
 Total A

epted Dis
arded Total A

epted Dis
ardedhea.1 1 1 100.0 0 0.0 1 1 100.0 0 0.0
os.1 10 9 90.0 1 10.0 10 9 90.0 1 10.0
os.2 255 237 92.9 18 7.1 225 208 92.4 17 7.6
os.3 122 82 67.2 40 32.8 112 72 64.3 40 35.7bio.1 147 142 96.6 5 3.4 127 122 96.1 5 3.9zod.1 360 287 79.7 73 20.3 303 233 76.9 70 23.1pha.1 97 86 88.7 11 11.3 92 81 88.0 11 12.0pha.2 162 143 88.3 19 11.7 155 136 87.7 19 12.3unk.4 15 14 93.3 1 6.7 15 14 93.3 1 6.7unk.8 2 2 100.0 0 0.0 2 2 100.0 0 0.0tot.n 1171 1003 85.7 168 14.3 882 721 81.7 161 18.3Table 36: Counts of label tokens and words for ea
h se
tion: in the 
ompletetrans
ription, in the referen
e sample, and in the reje
ted subset.Although the per
entage of reje
ted text is fairly high (6.3% of the tokens, 20.3% of thewords), and even higher for labels (14.3% of the tokens, 18.3% of the words), we believethat the sample is not signi�
antly biased for its intended purpose, namely to estimate thefra
tion of Voyni
hese language tokens that �t our paradigm.For one thing, the vast majority of of the `bad' tokens were reje
ted be
ause the tran-s
ribers did not agree on the reading of some 
hara
ter, or be
ause they agreed that someglyph was unreadable. Su
h 
onditions are mostly due to writing or reading a

idents |
ramped or 
areless writing, vellum defe
ts, manus
ript damage, poor reprodu
tion quality,et
. | whi
h a�e
t all tokens equally, independently of their stru
ture.At most, we 
ould expe
t a slight bias towards loss of longer words, sin
e the probabilityof misreading or obliterating some glyph in a token may depend on its length. However, as�gures 10 and 11 shows, that bias is not visible | the token and word length distributionsare pra
ti
ally un
hanged by the sampling.Missing �gure 
leanup-text-t-len-
mp.eps Missing �gure 
leanup-labs-t-len-
mp.epsFigure 10: E�e
t of sampling on the token length distribution for normal text(left) and labels (right).Missing �gure 
leanup-text-w-len-
mp.eps Missing �gure 
leanup-labs-w-len-
mp.epsFigure 11: E�e
t of sampling on the word length distribution for normal text(left) and labels (right).As for the rare glyphs, some of them are likely to be ordinary glyphs that were mangledby slips of the pen or embellished for aestheti
 reasons. Tokens that 
ontain su
h a

idents
an be eliminated from the sample without biasing the results, for the same reasons that51



apply to 
ontentious or unreadable tokens. Other weirdos may be abbreviations or logo-graphi
 symbols, like our th, & and $; given that our aim is to identify the nature of theunderlying language, there is no point in in
luding su
h non-linguisti
 tokens from analysis.Finally, some of the weirdos | for instan
e, x and g | may indeed be rare but legitimateletters of the alphabet, like �u or � in English; but these are so few that their ex
lusion fromthe sample will have negligible e�e
t on the 
on
lusions.Our word-breaking rule, based on the union of all trans
ribers, may have introdu
ed abias in the sample, by preferably deleting longer words, randomly 
utting them into pie
es,and adding the latter to the sample set. However, the omission of an inter-word spa
e bythe s
ribe seems more likely than the insertion of a bogus one; so the bias in the spa
e-insertion rule probably brings the sample 
loser to the true text, as intended by the author.In any 
ase, the bias is limited by the rather low rate of disagreement ( %) between thetrans
ribers.The English text used for inter-language 
omparisons was H. G. Wells's War of theWorlds, extra
ted from a Gutenberg Proje
t ele
troni
 edition. The Latin text was the
on
atenation of the Rule of the Benedi
tine monks and the the Vulgate Bible (Old Testa-ment). Both texts were 
leansed by removing all numerals and pun
tuation, 
onverted tolower 
ase, and trun
ated to so as to have the same total token 
ount as the 
orrespondingVoyni
hese samples (35027 for text, 1003 for labels).C A grammar for Voyni
hese wordsC.1 Probabilisti
 modelsQualitative word paradigms, su
h as those des
ribed in se
tion ?? have some inherentlimitations when we rty to apply them to real texts. The Zipf law studies mentionedabove support the view that the set V of words used in the Voyni
h manus
ript is only a�nite sample of a mu
h larger probabilisti
 language V̂ . Therefore, any regularity in thedistribution V̂ will be obs
ured by sampling error, whi
h leads to the random ex
lusion ofwords whose probability is � 0:5= jV j. One 
an gauge the magnitude of this problem byobserving that about % of the words in V o

ur only on
e in the text, and they a

ountfor % of the tokens. To over
ome this limitation, we need to use a probabilisti
 wordmodel, that allows us to take sampling errors into a

ount when evaluating its �t to thedata.One 
ould attempt to build su
h a model by purely automati
 methods, e.g. by inter-preting the k-gram frequen
ies as probabilities in a kth order Markov pro
ess. However,a k-th order model with an alphabet of size m has mk potential states. For m = 20 andk = 6 (the typi
al length of a Voyni
hese word), the number of states would far ex
eed thenumber of letters in the VMS text (about ). The estimated transition probabilities forsu
h model would then be grossly ina

urate; the resulting automaton would be merely afrequen
y table for the (k+1)-letter substrings of the VMS tokens, giving little insight intothe me
hanisms underlying those frequen
ies.52



Fortunately, inspe
tion of the word frequen
ies reveals some simple but surprisinglystrong 
onstraints in the arrangement of the letters within a word. Therefore, we have
hosen to build our models by a semi-automati
 method: we spe
ify the qualitative stru
tureof the model, and use the observed word frequen
ies to adjust its quantitative parameters.C.2 Grammar notationWe 
hoose to des
ribe the model as a probabilisti
 grammar, rather than a probabilisti
automaton. Although the grammar turns out to be regular, and therefore equivalent tosome �nite automaton, we �nd that the former is more readable, and gives more insightinto the underlying \linguisti
" me
hanisms responsible for the stru
ture.The terminal strings generated by the grammar are word-like strings in the basi
 EVAalphabet. The notation should be fairly straightforward. The alternatives for ea
h non-terminal symbol are listed together, one per line, in the formatNTSYMB !COUNT 1 FREQ1 CUMFREQ1 DEF 1COUNT 2 FREQ2 CUMFREQ2 DEF 2: : : : : : : : : : : :COUNTm FREQm CUMFREQm DEFmwhere NTSYMB is the non-terminal symbol being de�ned, and ea
h DEF i is an alternativerepla
ement for it. In 
onventional notation, without frequen
y data, the rule above wouldbe written NTSYMB ! DEF 1 j DEF 2 j ::: j DEFmIn the rewrite strings DEF i, the terminal strings are in Voyni
hese s
ript; while non-terminal symbols are in Roman letters. The period \." here denotes the empty string, andis also used as a symbol separator or 
on
atenation operator. The 
omments in itali
s arenot part of the model.The �elds to the left of ea
h alternative de�ne its frequen
y of use. Spe
i�
ally, COUNT iis the number of times the alternative gets used when parsing the VMS text; FREQ i isits relative frequen
y (that is, the ratio of COUNT i relative to the total COUNT of allalternatives of NTSYMB); and CUMFREQ i is the sum of all previous FREQj in these
tion, up to and in
luding FREQ i.The �elds COUNT i, FREQ i, and CUMFREQ i take into a

ount the word frequen
iesin the text, as well as the number of times ea
h rule is used in ea
h word. Thus, for example,the derivation of darar uses the rule R! d on
e, and R! r twi
e; therefore, 100 o

urren
esof darar in the text would 
ount as 100 uses of R! d and 200 of R! r.C.3 Why the frequen
ies?The primary purpose of the COUNT and FREQ �elds is to express the relative \normal-ness" of ea
h word pattern. We think that, at the present state of knowledge, this kind ofstatisti
al information is essential in any useful word paradigm.53



The text is 
ontaminated by sampling, trans
ription, and possibly s
ribal errors, amount-ing to a few per
ent of the text tokens | whi
h is probably the rate of many rare but validword patterns. Thus, a purely qualitative model would have to either ex
lude too manyvalid patterns, or allow too many bogus ones. By listing the rule frequen
ies, we 
an bemore liberal in the grammar, and list many patterns that are only marginally attested inthe data, while 
learly marking them as su
h.C.4 Predi
ting word frequen
iesApart from their primary purpose, the FREQ �elds also allow us to assign a predi
tedfrequen
y to ea
h word, whi
h is obtained by mutiplying the FREQ �elds in all rules usedin the word's derivation, and adding these numbers for all possible derivations. (A
tuallythere is at most one, sin
e the grammar happens to be unambiguous.)It would be ni
e if the predi
ted word frequen
ies mat
hed the frequen
ies observed inthe Voyni
h manus
ript. Unfortunately this is not quite the 
ase, at least for the highly
ondensed grammar given here.The mismat
h between observed and predi
ted freque
ies is largely due to dependen
iesbetween the various 
hoi
es that are made during the derivation. For instan
e, suppose thegrammar 
ontained the following rules:Word :100 1:00 1:00 Y:YY : 100 0:50 0:50 y100 0:50 1:00 oThis grammar generates the words oo, oy, yo and yy, and assigns to them the same predi
tedfrequen
y (0.25). However, the rule 
ounts and frequen
ies are equally 
onsistent with atext where oo and yy o

ur 50 times ea
h, while oy and yo do not o

ur at all | or vi
e-versa.In other words, the grammar does not say wether the 
hoi
e of the �rst Y a�e
ts the 
hoi
eof the se
ond Y.These dependen
ies are a
tually quite 
ommon in Voyni
hese (and in all natural lan-guages). In English text one will �nd plenty of 
an, 
annot, and man, but hardly anymannot. In Voyni
hese daiin, qokeedy and qokaiin are all very popular (866, 305, 266 o

ur-ren
es, respe
tivey), while deedy is essentially nonexistent (3 o

urren
es). Our paradigmfails to noti
e this assymetry, sin
e it allows independent 
hoi
es between d- and qok-, andbetween -aiin and -eedy.C.5 Why a grammar?Although our paradigm is formulated as a 
ontext-free grammar, it a
tually de�nes a regular(or rational) sto
hasti
 language. Therefore, the grammar 
ould be repla
ed, in pri
iple, byan equivalent probabilisti
 �nite-state automaton (i.e., a Markov-style model).54



However, we believe that the grammar notation is more 
onvenient and readable thanthe equivalent automaton, for several reasons. For one thing, it is more su

int: a singlegrammar rule with N symbols on the right-hand side would normally translate into Nor more states in the automaton. Moreover, although our grammar is unambiguous, itis not left-to-right deterministi
; therefore the equivalent automaton would be either non-deterministi
, or would have a very large number of \still unde
ided" states.(In fa
t, our grammar is not re
ursive, and thus generates a large but �nite set of words.we 
ould have simpli�ed some rules by making them re
ursive (e.g. CrS), but then the ruleprobabilities would be mu
h harder to interpret.)C.6 Implied word stru
tureThe grammar not only spe
i�es the valid words, but also de�nes a parse tree for ea
h word,whi
h in turn implies a nested division of the same into smaller parts.Some of this \model-imposed" stru
tural information may be signi�
ant; for example,we belive that our parsing of ea
h word into three nested layers must 
orrespond to a majorfeature of the VMS en
oding or of its underlying plaintext.However, the reader should be warned that the overriding design goals for the grammarwere to reprodu
e the set of observed set of words as a

urately as possible, while ensuringunambiguous parsing. Therefore, one should not give too mu
h weight to the �ner divisionsand asso
iations implied by our parse trees. For example, our grammar arbitrarily asso
iatesea
h o letter to the letter at its right, although the eviden
e for su
h asso
iation is ambiguousat best.Said another way, there are many grammars that would generate the same set of words,even the same word distributions, but with radi
ally di�erent parsings. Further study isneeded to de
ide whi
h details of the word de
omposition are \real" (ne
essary to mat
hthe data), and whi
h are arbitrary.C.7 Coverage versus simpli
ityWhen designing the grammar, we tried to strike a useful balan
e between a simple andinformative model and one that would 
over as mu
h of the 
orpus as possible. In parti
ular,we generally omitted rules that were used by only one or two tokens from the 
orpus, sin
ethose 
ould be abbreviations, split words, or trans
ription errors. However, some of thoserules seemed quite natural in light of the overall stru
ture of the paradigm. It may beworth restoring some of those low frequen
y rules, for the sake of making the grammarmore logi
al.
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For example, the present grammar de�nesIN : 1770 0:30066 0:30066 i:N4019 0:68269 0:98335 ii:N98 0:01665 1:00000 iii:NN : 5246 0:89112 0:89112 n554 0:09411 0:98522 r24 0:00408 0:98930 l54 0:00917 0:99847 m9 0:00153 1:00000 sThese rules do not a

omodate words 
ontaining iiii, ix, or id | like oiiiin rokaix, or daid (1o

urren
e ea
h). Yet iiii with 
ount of 1 would be a logi
al extrapolation of the i series;and, in other 
ontexts, d and x 
learly belong to the same 
lass as r, l, s.D Normal and abnormal wordsThe grammar's starting non-terminal symbol (the axiom or root) is Word. For 
onvenien
e,the grammar a
tually generates all the words that o

ur in the VMS trans
ription. Ourparadigm proper 
onsists of the sub-grammar rooted at the symbol NormalWord. Theex
eptions | VMS words that do not follow our paradigm | are listed as derivations ofthe symbol AbnormalWord.It should be noted that that normal words a

ount for over 88% of all label tokens,and over 96.5% of all the tokens (word instan
es) in the text. The ex
eptions (less than4 every 100 text words) 
an be as
ribed to several 
auses, in
luding physi
al \noise" andtrans
ription errors. (Di�erent people trans
ribing the same page often disagree on theirreading, with roughly that same frequen
y.). Indeed, most \abnormal" words are still quitesimilar to normal words, as dis
ussed in se
tion 8.Among the EVA letters not listed above, most are so rare that it seems pointless toin
lude them in the \normal word" paradigm. Only the letters fe; a; o; yg are frequentenough to merit spe
ial attention.E A 
ode with binomial length distributionHere is a 
ode that would produ
e a lexi
on with a binomial distribution of word lengths,similar to that observed in the VMS (�gure ??).In the �rst step, we assign to ea
h word of the lexi
on a distin
t binary number. Thenwe write down the positions of the `1' bits in ea
h number, in a �xed order, denoting ea
hposition by a distin
t symbol. For simpli
ity, let's assume that the lexi
on 
ontains at most56



210 words; then ea
h bit position 
an be represented by a de
imal digit, 
ounting from 0the unit end. Finally, we add a marker `#' after the last digit. Let's 
all the resulting stringthe de
imal 
ode of the word. For example:Binary number 0 1 10 11 100 101 110 111 1000 1001 : : :De
imal 
ode # 0# 1# 10# 2# 20# 21# 210# 3# 30# : : :(Note that the binary numbering step is merely a pedagogi
al devi
e; on
e the 
on
ept isunderstood, the de
imal 
odes 
an be enumerated dire
tly with little e�ort.)If the lexi
on size is 2m for some integer m, ea
h of the m bit positions will be 1 inexa
tly half of the words. In that 
ase, a word drawn randomly from the lexi
on will havek ones with probability binom(n; k; 12) = 12k�mk�It follows that the relative 
ount of words whose de
imal 
odes have length k is binom(n; k�1; 1=2). In parti
ular, if the lexi
on has about 29 = 512 words, the 
ode length distributionwill have minimum 1, mean 5.5, and maximum 10.E.0.1 Word s
ramblingThe distribution of word lengths will remain un
hanged if the symbols of ea
h 
odewordare permuted a

ording to some deterministi
 rule (one whi
h will return the same resultfor the same input word). For instan
e, we 
ould list the even digits in in
reasing order,then the marker #, then the odd digits in de
reasing order:Binary number 10100 10101 10110 10111 11000 11001 11010 11011 11100 11101 : : :De
imal 
ode 24# 024# 24#1 024#1 4#5 04#5 4#51 04#51 4#53 04#53 : : :Note that the stru
ture of these s
rambled 
odes is strangely similar to the 
rust-
ore-mantle paradigm: in both 
ases the symbols are, in some sense, unimodally sorted | �rstas
ending, then des
ending.In fa
t, we 
an apply to the de
omal 
odewords any deterministi
, one-to-one, andlength-preserving transformation, without disturbing the word-length distribution. For ex-ample, sin
e the digits after the # marker are all od, we 
an subtra
t 1 from them:Binary number 10100 10101 10110 10111 11000 11001 11010 11011 11100 11101 : : :De
imal 
ode 24# 024# 24#0 024#0 4#4 04#4 4#40 04#40 4#42 04#42 : : :? [Mention Rene's suggestion that the letters in ea
h word were sorted.℄? [Mention that the uniformity and independen
e of the gallows and ben
h traits also hasparallels in the de
imal 
ode above℄? [Re
all that O-slots 
an be �lled/un�lled with 50% probability. Does this help us understandthe model?℄Note that if the de
imal 
odes were assigned to the words at random, or in alphabeti
alorder, the token length distribution would be fairly symmetri
al, and similar to the word57



length distribution. On the other hand, if a new 
ode is assigned in sequen
e to ea
h newword that appears in some plaintext, then the most 
ommon words will tend to have shorter
odes, and the token length distribution will be biased towards the left | as in �gure ??F Is q a leader?A natural question is whether the q letter should be 
ounted as a leader (or a mutated formof some other leader), or as an idependent trait. We may get some 
lues by looking at thenumber of words as a fun
tion of word length, for words with and without q. ?[Re
omputetable 32, for words (not tokens), and looking at total word length (not just leader 
ount).℄As we 
an see, 
rust-only words without the q pre�x have between 0 and 3 leaders (mostoften 1 or 2, 1.57 on the average). Those with q have between 0 and 2 leaders (most often 1or 2, 1.17 on the average), not 
ounting the q glyph. We 
ould say that the q pre�x 
ountsas 0.4 of a leader.In words that have a split 
rust (non-empty 
ore and/or mantle), the leaders are mostlylo
ated in the 
rust suÆx. Here are the 
ounts for various patterns of leaders, in wordswith and without q-letters. (The \#" denotes the 
ore and/or mantle 
omponent, and rdenotes a generi
 leader.)withoutq withq withqasaffix asleader5130 0:25594 # 1277 0:27713 q#10572 0:52744 #r 3100 0:67274 q#r820 0:04091 r# 45 0:00977 qr# 1277 0:27713 q#1565 0:07808 #rr 144 0:03125 q#rr1579 0:07878 r#r 38 0:00825 qr#r 3100 0:67274 q#r59 0:00294 rr# 0 0:00000 qrr# 45 0:00977 qr#112 0:00559 #rrr 2 0:00043 q#rrr103 0:00514 r#rr 1 0:00022 qr#rr 144 0:03125 q#rr94 0:00469 rr#r 1 0:00022 qrr#r 38 0:00825 qr#r1 0:00005 rrr# 0 0:00000 qrrr# 0 0:00000 qrr#2 0:00010 #rrrr0 0:00000 r#rrr 2 0:00043 q#rrr3 0:00015 rr#rr 1 0:00022 qr#rr3 0:00015 rrr#r 1 0:00022 qrr#r0 0:00000 rrrr# 0 0:00000 qrrr#1 0:00005 rr#rrrIf we view the q letter as an independent aÆx (se
ond 
olumn), the distribution of leaderpatterns in q-words seems similar to that of words without q (�rst 
olumn), ex
ept for anoti
eable bias in the former towards shorter words. Note in parti
ular that #r and q#r58



are the most popular patterns in the two 
lasses. On the other hand, if we try to view q asa leader (third 
olumn), the distributions don't mat
h at all. Thus the �rst interpretationseems to be the most 
orre
t of the two.
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G The mantle stru
tureAgain, after ignoring 
ir
les, mapping sh to 
h, and mapping all gallows to #, the most
ommon 
ore/mantle 
ombinations in this 
lass arewithoutplatform withplatform5820 0:38477 # 737 0:37335 
 #h2160 0:14280 #e 295 0:14944 
 #he2339 0:15463 #ee 44 0:02229 
 #hee189 0:01250 #eee 2 0:00101 
 #heee4 0:00026 #eeee1611 0:10651 #
h 8 0:00405 
 #h
h1102 0:07285 #
he101 0:00668 #
hee2 0:00013 #
heee88 0:00582 #e
h40 0:00264 #e
he2 0:00013 #e
hee27 0:00179 #ee
h6 0:00040 #ee
he11 0:00073 #
h
h1 0:00007 #
h
he6 0:00040 #
he
h502 0:03319 
h # 514 0:26039 
h
 #h94 0:00621 
h #e 126 0:06383 
h
 #he64 0:00423 
h #ee 2 0:00101 
h
 #hee6 0:00040 
h #eee144 0:00952 
h #
h 1 0:00051 
h
 #h
h36 0:00238 
h #
he5 0:00033 
h #
hee3 0:00020 
h #e
h2 0:00013 
h #
h
h355 0:02347 
he # 183 0:09271 
he
 #h69 0:00456 
he #e 45 0:02280 
he
 #he35 0:00231 
he #ee 1 0:00051 
he
 #hee2 0:00013 
he #eee51 0:00337 
he #
h18 0:00119 
he #
he2 0:00013 
he #
hee88 0:00582 
hee # 4 0:00203 
hee
 #h12 0:00079 
hee #e 3 0:00152 
hee
 #he11 0:00073 
hee #ee 1 0:00051 
hee
 #hee5 0:00033 
hee #
h2 0:00013 
hee #
he49 0:00324 e # 3 0:00152 e
 #h15 0:00099 e #e14 0:00093 e #ee12 0:00079 e #
h4 0:00026 e #
he3 0:00020 ee # 3 0:00152 ee
 #h0 0:00000 ee #e 2 0:00101 ee
 #he2 0:00013 ee #ee2 0:00013 eee #4 0:00026 
heee #2 0:00013 
heee #
h2 0:00013 
h
h #2 0:00013 
h
he #
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Note that we have sorted this table as if the single e following the 
ore was part ofthe mantle suÆx. As the table shows, pre�xes are generally shorter than suÆxes, and,for a given pre�x or suÆx, the frequen
y generally de
reases as the other aÆx gets more
ompli
ated.The dilemma of the mantle stru
ture is illustrated in the following pages, whi
h showthe same distribution of split 
ore-mantles above in di�erent formats:� mantle1.html: Sorted by total length, ignoring platform.� mantle2.html: Sorted by total length, in
luding platform.� mantle3.html: Parsing the e as part of the 
ore.H Con
lusionsIt is hard to resist the impression that the Voyni
hese tokens are indeed words of thelanguage (or at least `units of meaning' of some sort).Referen
es[1℄ Robert Firth. ??? http://www.resear
h.att.
om/ reeds/voyni
h/�rth/24.txt, 1995.[2℄ Ja
ques B. M.Guy.The distribution of letters h
i and hoi in the Voyni
h Manus
ript:Eviden
e for a real language? Cryptologia, XXI(1):51{54, January 1997.[3℄ David Kahn.The Codebreakers.Ma
millan, 1967.[4℄ Gabriel Landini. Zipf's laws in the Voyni
h Manus
ript. WWW do
ument at //web.bham.a
.uk/G.Landini/, �le evmt/zipf.htm, November 1997.[5℄ Mike Roe.???, <1997? message to the Voyni
h mailing list.[6℄ J. Stol�. The generalized 
hinese theory. http://www.d

.uni
amp.br/ stol�/voyni
h/97-11-23-tonal/, 1997.[7℄ J. Stol�. The voyni
h manus
ript. http://www.d

.uni
amp.br/ stol�/voyni
h/99-07-31-
bm99-slides/, July 1997. transparen
ies from a talk presented at the BrazilianMathemati
s Coloquium.[8℄ J. Stol�.OKOKOKO: The �ne stru
ture of voyni
hese words.http://www.d

.uni
amp.br/ stol�/voyni
h/Notes/017/Note-017.html, 1998.[9℄ J. Stol�.???? Messages to the Voyni
h mailing list, 13.jun.2000, June 2000.[10℄ Jorge Stol�.A pre�x-mid�x-suÆx de
omposition of Voyni
hese words.WWW do
umentat //www.d

.uni
amp.br/~stol�/, �le voyni
h/97-11-12-pms/, De
ember 1997.61



[11℄ Jorge Stol�. S
atterplots of VMs pages.WWW do
ument at //www.d

.uni
amp.br/,�le ~stol�/voyni
h/98-06-19-page-plots/, July 1998.[12℄ Jorge Stol�. Where are the bits? Lo
al entropy distribution of various languages. WWW do
ument at //www.d

.uni
amp.br/, �le ~stol�/voyni
h/98-07-09-lo
al-entropy/, July 1998.[13℄ Brig. J.Tiltman.Untitled remarks, 1951.Reprodu
ed in D'Imperio, Fig.27.

62


